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Preface

The theory of evolution is outstandingly the most important theory in biology, and it is
always a pleasure to be a member, facing in either direction, of the class that is fortunate
enough to be studying it. No other idea in biology is so powerful scientifically, or so
stimulating intellectually. Evolution can add an extra dimension of interest to the most
appealing sides of natural history — we shall see, for example, how modern evolution-
ary biologists tend to argue that the existence of sex is the profoundest puzzle of all, and
quite possibly a mistake that half the living creatures of this planet would be better
off without. Evolution gives meaning to the drier facts of life too, and it is one of the
delights of the subject to see how there are ideas as well as facts within the disorienting
technicalities of the genetics laboratory, and how deep theories about the history of life
can hinge on measurements of the width of a region called “prodissoconch II” in the
larval shell of a snail, or the number of ribs in a trilobite’s tail. So great is the depth and
range of evolutionary biology that every other classroom on campus must feel (as you
can sort of tell) locked in with more superficial and ephemeral materials.

The theory of evolution, as I have arranged it here, has four main components.
Population genetics provides the fundamental theory of the subject. If we know how
any property of life is controlled genetically, population genetics can be applied to
it directly. We have that knowledge particularly for molecules (together with some,
mainly morphological, properties of whole organisms), and molecular evolution and
population genetics are therefore well integrated. Part 2 of the book considers them
together. The second component is the theory of adaptation, and it is the subject of
Part 3. Evolution is also the key to understanding the diversity of life, and in Part 4
we consider such topics as what a species is, how new species originate, and how to
classify and reconstruct the history of life. Finally, Part 5 is about evolution on the
grand scale — on a timescale of tens or hundreds of millions of years. We look at the
history of life, both genetically and paleontologically, at rates of evolution, and at
mass extinctions.

Controversy is always tricky to deal with in an introductory text, and evolutionary
biology has more than its fair share of it. When I have come to a controversial topic, my
first aim has been to explain the competing ideas in such a way that they can be under-
stood on their own terms. In some cases (such as cladistic classification) I think the
controversy is almost settled and I have taken sides. In others (such as the relative
empirical importance of gradual and punctuated change in fossils) I have not. I am well
aware that not everyone will agree with the positions I have taken, or indeed with my
decisions in some cases not to take a position; but in a way these are secondary matters.
The book’s success mainly depends on how well it enables a reader who has not studied
the subject much before to understand the various ideas and come to a sensible view-
point about them.
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The great (or at any rate, one of the great) events in evolutionary biology as I have
been writing the third edition is the way genetics is becoming a macroevolutionary,
as well as a microevolutionary, subject. Historically, there has been a good working
distinction between evolutionary research on short and long timescales — between
micro- and macroevolutionary research. The distinction was one not simply of
timescales but of research methods and even institutionalized academic disciplines.
Genetics, and experimental methods generally, were used to study evolution on the
timescale of research projects — of a few years, at most. That work was done mainly in
departments of biology. Long-term evolution, over approximately 10—1,000 million
years, was studied by comparative morphology in living and fossil life forms. That work
was done more in museums and departments of geology or earth sciences, than in
biology departments.

I see the distinction between micro- and macroevolutionary research as breaking
down, in perhaps three ways. The first is through the use of molecular phylogenetics.
A phylogeny is a family tree for a group of species, and they were classically inferred
from morphological evidence. Molecular evidence started to be used in the 1960s, but
it somehow trapped itself (I caricature a little) in about 20 years of obsessive behavior,
as a small number of case studies — particularly human evolution — were endlessly
rehashed. Molecular phylogenetics broke out into life as a whole during the 1980s, and
the result has been a huge increase in the number of species for which we know, or have
evidence concerning, their phylogenetic relations.

The research program of molecular phylogenetics may have been established for
almost an academic generation, and it is certainly flourishing, but it has still only just
begun. A recent estimate is that only about 50,000 of the 1.75 million or so described
species have been put in any kind of “minitree” — that is, a phylogenetic tree with their
close relations. Sydney Brenner has remarked that the next generation of biologists has
the prospect of finding the tree of life, something that all previous generations of post-
Darwinian biologists could only dream about. In Chapter 15, we look at how the work
is being done. The new phylogenetic knowledge is not only interesting in itself, but is
also enabling many other kinds of work that were formerly impossible. We shall see
how phylogenies are being exploited in studies of coevolution and biogeography,
among other topics.

The other two ways in which molecular genetics is being used in macroevolutionary
research are more recent. I have added chapters on evolutionary genomics (Chap-
ter 19) and “evo-devo” (Chapter 20). The addition of these two chapters in Part 5 of the
book is a small symbol of the way macroevolution has become genetic as well as paleo-
biological: in my first two editions, Part 5 was almost exclusively paleontological. The
introduction of new techniques into the study of macroevolution creates an excitement
of its own. It has also resulted in a number of controversies, where the two methods
(molecular genetic and paleontological) seem to point to conflicting conclusions.
We shall look at several of those controversies, including the nature of the Cambrian
explosion and the significance of the Cretaceous—Tertiary mass extinction.

This book is about evolution as a “pure” science, but that science has practical
applications — in social affairs, in business, in medicine. Stephen Palumbi has recently
estimated that evolutionary change induced by human action costs the US economy
about $33-50 billion a year (Palumbi 2001a). The costs come from the way microbes
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evolve resistance to drugs, pests evolve resistance to pesticides, and fish evolve back
against our fishing procedures. Palumbi’s estimate is approximate and preliminary,
and probably an underestimate. But whatever the exact number is, the economic con-
sequences of evolution must be huge. The economic benefits of understanding evolu-
tion could be proportionally huge. In this edition I have added a number of special
boxes within chapters, on “Evolution and human affairs.” The examples I discuss are
only a sample, which happen to fit in with themes in the text. Bull & Wichman (2001)
discuss many further examples of “applied evolution,” from directed evolution of
enzymes to evolutionary computation.

The book is intended as an introductory text, and I have subordinated all other aims
to that end. I have aimed to explain concepts, wherever possible by example, and with
a minimum of professional clutter. The principal interest, I believe, of the theory of
evolution is as a set of ideas to think about, and I have therefore tried in every case to
move on to the ideas as soon as possible. The book is not a factual encyclopedia, nor
(primarily) a reference work for research biologists. I do not provide many references
in the main text, though in this edition I have referred to the sources for the examples in
formal “scientific” reference format. For readers who are unfamiliar with this format,
I should say that references are given in the way I wrote “Palumbi (2001a)” and “Bull
& Wichman (2001)” in the previous paragraph. The reference has the author’s (or
authors’) name and a date. In the reference list at the end you will find the full
bibliographic details, listing the authors alphabetically. There is also a convention for
papers with multiple authors. When a paper has more than two (or three, with some
publishers), it is referred to by the name of the first author with an “et al.” and the date:
Losos et al. (1998), for example. The “et al.” means “and others.” It is a space-saving
device, and is abbreviated to avoid problems with Latin declension. For instance, if the
reference is the subject of the sentence the full version would be “Losos et alii (1998)
studied lizards. . . .” But other phases require other full versions: “the work of Losos
et aliorum (1998) ...” or “the work by Losos et aliis (1998).” In all, “al.” could stand
for 1218 full versions. Anyhow, all the authors are usually listed in the main reference
list — I say “usually” because some authorial teams have grown so huge that they are
not all given. Blackwell house style is that for papers with more than seven authors, the
reference list has the first three and then an “et al.”

Although I have referred to the specific papers under discussion in the text, I do not
give general references there. The reason is that I do not want to spoil the most power-
ful textual positions, such as the end of a paragraph or a section, with a list of further
reading. The way I have things, those textual positions can be occupied by summary
sentences and other more useful matter. The “further reading” section at the end of
each chapter is the main vehicle for general references, and for references to other
studies like those in the text. I have referred to recent reviews when they exist, and the
historic bibliography of each topic can be traced through them.

In summary, this new edition contains:

+ two types of box — one featuring practical applications and the other related infor-
mation, which supply added depth without interrupting the flow of the text

+ margin comments that paraphrase and highlight key concepts

+ study and review questions to help students review their understanding at the end
of each chapter, while new challenge questions prompt students to synthesize the
chapter concepts to reinforce the learning at a deeper level
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* two new chapters — one on evolutionary genomics and one on evolution and devel-

opment bring state-of-the-art information to the coverage of evolutionary study
There is also a dedicated website at www.blackwellpublishing.com/ridley which
provides an interactive experience of the book, with illustrations downloadable
to PowerPoint, and a full supplemental package complementing the book. Scattered
margin icons indicate where there is relevant information included on the dedicated
website.

Finally, my thanks to the many people who have helped me with queries and reviews
as I have prepared the new edition — Theodore Garland, University of Wisconsin;
Michael Whiting, Brigham Young University; William Brown, SUNY Fredonia; Geoff
Oxford, University of York; C.P. Kyriacou, Leicester University; Chris Austin,
University of North Dakota; David King, University of Illinois; Paul Spruell, University
of Montana; Daniel J. O’Connell, University of Texas, Arlington; Susan J. Mazer,
University of California, Santa Barbara; Greg C. Nelson, University of Oregon — and to
those students (now “Evil Syst” at Oxford rather than ANT 362 or BIO 462 at Emory)
who, perhaps not on purpose, inspire much of the writing.

Mark Ridley






3 provides an elementary review of the main genetic mechanisms. In Chapter 3, we
move on to consider the evidence for evolution — the evidence that species have evolved
from other, ancestral species rather than having separate origins and remaining forever
fixed in form. The classic case for evolution was made in Darwin's On the Origin of Species
and his general arguments still apply; but it is now possible to use more recent molecular
and genetic evidence to illustrate them. Chapter 4 introduces the concept of natural selec-
tion. It considers the conditions for natural selection to operate, and the main kinds of
natural selection. One crucial condition is that the population should be variable, that is,
individuals should differ from one another; the chapter shows that variation is common in
nature. New variants originate in mutation. Chapter 2 reviews the main kinds of mutation,
and how mutation rates are measured. Chapter 4 looks at how mutations contribute to vari-
ation, and discusses why mutation can be expected to be adaptively undirected.
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1.1

Evolution means change in living things by descent
with modification

Evolution is a big theory in biology

Evolution can be defined . . .

Evolutionary biology is a large science, and is growing larger. A list of its various subject
areas could sound rather daunting. Evolutionary biologists now carry out research in
some sciences, like molecular genetics, that are young and move rapidly, and in others
like morphology and embryology, that have accumulated their discoveries at a more
stately speed over a much longer period. Evolutionary biologists work with materials
as diverse as naked chemicals in test tubes, animal behavior in the jungle, and fossils
collected from barren and inhospitable rocks.

However, a beautifully simple and easily understood idea — evolution by natural
selection — can be scientifically tested in all these fields. It is one of the most powerful
ideas in all areas of science, and is the only theory that can seriously claim to unify bio-
logy. It can give meaning to facts from the invisible world in a drop of rain water, or
from the many colored delights of a botanic garden, to thundering herds of big game.
The theory is also used to understand such topics as the geochemistry of life’s origins
and the gaseous proportions of the modern atmosphere. As Theodosius Dobzhansky,
one of the twentieth century’s most eminent evolutionary biologists, remarked in an
often quoted but scarcely exaggerated phrase, “nothing in biology makes sense except
in the light of evolution” (Dobzhansky 1973).

Evolution means change, change in the form and behavior of organisms between
generations. The forms of organisms, at all levels from DNA sequences to macroscopic
morphology and social behavior, can be modified from those of their ancestors during
evolution. However, not all kinds of biological change are included in the definition
(Figure 1.1). Developmental change within the life of an organism is not evolution in
the strict sense, and the definition referred to evolution as a “change between genera-
tions” in order to exclude developmental change. A change in the composition of an
ecosystem, which is made up of a number of species, would also not normally be
counted as evolution. Imagine, for example, an ecosystem containing 10 species. At
time 1, the individuals of all 10 species are, on average, small in body size; the average
member of the ecosystem is therefore “small.” Several generations later, the ecosystem
may still contain 10 species, but only five of the original small species remain; the other
five have gone extinct and have been replaced by five species with large-sized indi-
viduals, that have immigrated from elsewhere. The average size of an individual (or
species) in the ecosystem has changed, even though there has been no evolutionary
change within any one species.

Most of the processes described in this book concern change between generations
within a population of a species, and it is this kind of change we shall call evolution.
When the members of a population breed and produce the next generation, we can
imagine a lineage of populations, made up of a series of populations through time.
Each population is ancestral to the descendant population in the next generation: a
lineage is an “ancestor—descendant” series of populations. Evolution is then change
between generations within a population lineage. Darwin defined evolution as
“descent with modification,” and the word “descent” refers to the way evolutionary
modification takes place in a series of populations that are descended from one



CHAPTER 1/ The Rise of Evolutionary Biology | 5

(a) Population (b) Individual development (c) Ecosystem
a' a'  a' a' a' a'
Generation 3 / / , ,
a a a
: a a
reproduction
a a' a a a' a'
Generation 2 / / .
a
a a
reproduction
a a a' a' adulta’ ! a
Generation 1
birth a a a a a'
individual 1 2 3 4 individual 1 2 species 1 2 3 4
Figure 1.1 increased body size. (b) Individual developmental change is not
Evolution refers to change within a lineage of populations evolution in the strict sense. The composition of the population
between generations. (a) Evolution in the strict sense of the has not changed between generations and the developmental
word. Each line represents one individual organism, and the changes (from a to a”) of each organism are not evolutionary.
organisms in one generation are reproduced from the (c) Change in an ecosystem is not evolution in the strict sense.
organisms in the previous generation. The composition of the Each line represents one species. The average composition
population has changed, evolutionarily, through time. The of the ecosystem changes through time: from 2a: 1a” at
letter a’ represents a different form of the organism from a. generation 1 to 1a: 24" at generation 3. But within each species
For instance, a organisms might be smaller in size than there is no evolution.

a’ organisms. Evolution has then been in the direction of

... and has distinct properties
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1.2

another. Recently, Harrison (2001) defined evolution as “change over time via descent
with modification.”

Evolutionary modification in living things has some further distinctive properties.
Evolution does not proceed along some grand, predictable course. Instead, the details
of evolution depend on the environment that a population happens to live in and the
genetic variants that happen to arise (by almost random processes) in that population.
Moreover, the evolution of life has proceeded in a branching, tree-like pattern. The
modern variety of species has been generated by the repeated splitting of lineages since
the single common ancestor of all life.

Changes that take place in human politics, economics, history, technology, and even
scientific theories, are sometimes loosely described as “evolutionary.” In this sense,
evolutionary means mainly that there has been change through time, and perhaps not
in a preordained direction. Human ideas and institutions can sometimes split during
their history, but their history does not have such a clear-cut, branching, tree-like
structure as does the history of life. Change, and splitting, provide two of the main
themes of evolutionary theory.

Living things show adaptations

Adaptation is another of evolutionary theory’s crucial concepts. Indeed, it is one of the
main aims of modern evolutionary biology to explain the forms of adaptation that we
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Examples exist of adaptation

Adaptation has to be explained, . . .

... andis, by natural selection

1.3

find in the living world. Adaptation refers to “design” in life — to those properties of
living things that enable them to survive and reproduce in nature. The concept is easiest
to understand by example. Many of the attributes of a living organism could be used to
illustrate the concept of adaptation, because many details of the structure, metabolism,
and behavior of an organism are well designed for life.

The woodpecker provided Darwin’s favorite examples of adaptation. The wood-
pecker’s most obvious adaptation is its powerful, characteristically shaped beak. It
enables the woodpecker to excavate holes in trees. They can thus feed on the year-
round food supply of insects that live under bark, insects that bore into the wood, and
the sap of the tree itself. Tree holes also make safe sites to build a nest. Woodpeckers
have many other design features as well as their beaks. Within the beak is a long, prob-
ing tongue, which is well adapted to extract insects from inside a tree hole. They have a
stiff tail that is used as a brace, short legs, and their feet have long curved toes for grip-
ping on to the bark; they even have a special type of molting in which the strong central
pair of feathers (that are crucial in bracing) are saved and molted last. The beak and
body design of the woodpecker is adaptive. The woodpecker is more likely to survive, in
its natural habitat, by possessing them.

Camouflage is another, particularly clear, example of adaptation. Camouflaged spe-
cies have color patterns and details of shape and behavior that make them less visible
in their natural environment. Camouflage assists the organism to survive by making it
less visible to its natural enemies. Camouflage is adaptive. Adaptation, however, is not
an isolated concept referring to only a few special properties of living things — it applies
to almost any part of the body. In humans, hands are adapted for grasping, eyes for
seeing, the alimentary canal for digesting food, legs for movement: all these functions
assist us to survive. Although most of the obvious things we notice are adaptive, not
every detail of an organism’s form and behavior is necessarily adaptive (Chapter 10).
Adaptations are, however, so common that they have to be explained. Darwin regarded
adaptation as the key problem that any theory of evolution had to solve. In Darwin’s
theory — as in modern evolutionary biology — the problem is solved by natural selection.

Natural selection means that some kinds of individual in a population tend to contrib-
ute more offspring to the next generation than do others. Provided that the offspring
resemble their parents, any attribute of an organism causing it to leave more offspring
than average will increase in frequency in the population over time. The composition
of the population will then change automatically. Such is the simple, but immensely
powerful, idea whose ramifying consequences we shall be exploring in this book.

A short history of evolutionary biology

We shall begin with a brief sketch of the historic rise of evolutionary biology, in four
main stages:

1. Evolutionary and non-evolutionary ideas before Darwin.

2. Darwin’s theory (1859).

3. The eclipse of Darwin (c. 1880—1920).

4. The modern synthesis (1920s to 1950s).
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Evolutionary thinkers existed before
Darwin, but either lacked, . . .

... or proposed, unsatisfactory
mechanisms to drive evolution
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Evolution before Darwin

The history of evolutionary biology really begins in 1859, with the publication of
Charles Darwin’s On the Origin of Species. However, many of Darwin’s ideas have an
older pedigree. The most immediately controversial claim in Darwin’s theory is that
species are not permanently fixed in form, but that one species evolves into another.
(“Fixed” here means unchanging.) Human ancestry, for instance, passes through a
continuous series of forms leading back to a unicellular stage. Species fixity was the
orthodox belief in Darwin’s time, though that does not mean that no one then or before
had questioned it. Naturalists and philosophers a century or two before Darwin had
often speculated about the transformation of species. The French scientist Maupertuis
discussed evolution, as did encyclopédistes such as Diderot. Charles Darwin’s grand-
father, Erasmus Darwin, is another example. However, none of these thinkers put for-
ward anything we would now recognize as a satisfactory theory to explain why species
change. They were mainly interested in the factual possibility that one species might
change into another.

The question was brought to an issue by the French naturalist Jean-Baptiste Lamarck
(1744-1829). The crucial work was his Philosophie Zoologique (1809), in which he
argued that species change over time into new species. The way in which he thought
species changed was importantly different from Darwin’s and our modern idea of
evolution. Historians prefer the contemporary word “transformism” to describe
Lamarck’s idea.!

Figure 1.2 illustrates Lamarck’s conception of evolution, and how it differs from
Darwin’s and our modern concept. Lamarck supposed that lineages of species persisted
indefinitely, changing from one form into another; lineages in his system did not
branch and did not go extinct. Lamarck had a two-part explanation of why species
change. The principal mechanism was an “internal force” — some sort of unknown
mechanism within an organism causing it to produce offspring slightly different from
itself, such that when the changes had accumulated over many generations the lineage
would be visibly transformed, perhaps enough to be a new species.

Lamarck’s second (and possibly to him less important) mechanism is the one he is
now remembered for: the inheritance of acquired characters. Biologists use the word
“character” as a short-hand for “characteristic.” A character is any distinguishable
property of an organism; it does not here refer to character in the sense of personality.
As an organism develops, it acquires many individual characters, in this biological
sense, due to its particular history of accidents, diseases, and muscular exercises.
Lamarck suggested that a species could be transformed if these individually acquired
modifications were inherited by the individual’s offspring. In his famous discussion of
the giraffe’s neck, he argued that ancestral giraffes had stretched to reach leaves higher

! The historic change in the meaning of the term “evolution” is a fascinating story in itself. Initially, it meant

something more like what we mean by development (as in growing up from an egg to an adult) than by evolu-
tion: an unfolding of predictable forms in a preprogramed order. The course of evolution, in the modern
sense, is not preprogramed; it is unpredictable in much the same way that human history is unpredictable. The
change of meaning occurred around the time of Darwin; he did not use the word in The Origin of Species
(1859), except in the form “evolved,” which he used once as the last word in the book. However, he did use it in
The Expression of the Emotions (1872). It took a long time for the new meaning to become widespread.
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(a)

Time

Time

(b)

Figure 1.2
(a) Lamarckian “transformism,” which differs in two crucial
respects from evolution as Darwin imagined it. (b) Darwinian

Form of species

Most biologists in the years just
before Darwin, accepted that
species do not evolve

Form of species evolution is tree-like, as lineages split, and allows for extinction.

up trees. The exertion caused their necks to grow slightly longer. Their longer necks
were inherited by their offspring, who thus started life with a propensity to grow
even longer necks than their parents. After many generations of neck stretching, the
result was what we can now see. Lamarck described the process as being driven by the
“striving” of the giraffe, and he often described animals as “wishing” or “willing” to
change themselves. His theory has, therefore, sometimes been caricatured as suggesting
that evolution happens by the will of the organism. However, the theory does not
require any conscious striving on the part of the organism — only some flexibility in
individual development and the inheritance of acquired characters.

Lamarck did not invent the idea of the inheritance of acquired characters. The idea is
ancient — it was discussed in ancient Greece by Plato, for example. However, most
modern thinking about the role of the process in evolution has been inspired by
Lamarck, and the inheritance of acquired characters is now conventionally, if unhistor-
ically, called Lamarckian inheritance.

Lamarck, as a person, lacked the genius for making friends, and his main rival, the
anatomist Georges Cuvier (1769-1832), knew how to conduct a controversy. Lamarck
had broad interests, in chemistry and meteorology as well as biology, but his contribu-
tions did not always receive the attention he felt they deserved. By 1809, Lamarck had
already persuaded himself that there was a conspiracy of silence against his ideas. The
meteorologists ignored his weather forecasting system, the chemists ignored his chem-
ical system, and when the Philosophie Zoologique (Lamarck 1809) was finally published,
Cuvier saw to it that this, too, was greeted with silence. However, in reality it was an
influential book. It was at least partly in reaction to Lamarck that Cuvier and his school
made a belief in the fixity of species a virtual orthodoxy among professional biologists.
Cuvier’s school studied the anatomy of animals to discover the various fundamental
plans according to which the different types of organism were designed. Cuvier in this
way established that the animal kingdom had four main branches (called embranche-
ments in French): vertebrates, articulates, mollusks, and radiates. A slightly different
set of main groups is recognized in modern biology, but the modern groupings do
not radically contradict Cuvier’s four-part system. Cuvier also established, contrary to
Lamarck’s belief, that species had gone extinct (Section 23.2, p. 646).

Lamarck’s ideas mainly became known in Britain through a critical discussion by the
British geologist Charles Lyell (1797—1875). Lyell’s book Principles of Geology (1830—
33) had a wide influence, and incidentally criticized Lamarck (though Lamarckism was
not the main theme of the book). Cuvier’s influence came more through Richard Owen
(1804-1892), who had studied with Cuvier in Paris before returning to England. Owen
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Figure 1.3

1.3.2

Darwin developed evolutionary
views . . .

Charles Robert Darwin (1809—82), in 1840.

became generally thought of as Britain’s leading anatomist. By the first half of the nine-
teenth century, most biologists and geologists had come to accept Cuvier’s view that
each species had a separate origin, and then remained constant in form until it went
extinct.

Charles Darwin

Meanwhile, Charles Darwin (Figure 1.3) was forming his own ideas. Darwin, after
graduating from Cambridge, had traveled the world as a naturalist on board the Beagle
(1832-37). He then lived briefly in London before settling permanently in the country.
His father was a successful doctor, and his father-in-law controlled the Wedgwood
china business; Charles Darwin was a gentleman of independent means. The crucial
period of his life, for our purposes, was the year or so after the Beagle voyage (1837-38).
As he worked over his collection of birds from the Galdpagos Islands, he realized that he
should have recorded which island each specimen came from, because they varied from
island to island. He had initially supposed that the Galdpagos finches were all one
species, but it now became clear that each island had its own distinct species. How easy
to imagine that they had evolved from a common ancestral finch! He was similarly
struck by the way the ostrich-like birds called rheas differed between one region and
another in South America. These observations of geographic variation probably first
led Darwin to accept that species can change.

The next important step was to invent a theory to explain why species change. The
notebooks Darwin kept at the time still survive. They reveal how he struggled with
several ideas, including Lamarckism, but rejected them all because they failed to explain
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... looked for a mechanism . . .

... and discovered natural
selection
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a crucial fact — adaptation. His theory would have to explain not only why species
change, but also why they are well designed for life. In Darwin’s own words (in his
autobiography):

It was equally evident that neither the action of the surrounding conditions, nor the will of
the organisms [an allusion to Lamarck], could account for the innumerable cases in which
organisms of every kind are beautifully adapted to their habits of life — for instance a
woodpecker or tree-frog to climb trees, or a seed for dispersal by hooks or plumes. I had
always been much struck by such adaptations, and until these could be explained it
seemed to me almost useless to endeavour to prove by indirect evidence that species have
been modified.

Darwin came upon the explanation while reading Malthus’s Essay on Population. He
continued:

In October 1838, that is fifteen months after I had begun my systematic enquiry, I
happened to read for amusement ‘Malthus on population’, and being well prepared to
appreciate the struggle for existence which everywhere goes on from long-continued
observation of the habits of animals and plants, it at once struck me that under these cir-
cumstances favourable variations would tend to be preserved and unfavourable ones to be
destroyed. The result of this would be the formation of a new species.

Because of the struggle for existence, forms that are better adapted to survive will
leave more offspring and automatically increase in frequency from one generation to
the next. As the environment changes through time (for example, from humid to arid),
different forms of a species will be better adapted to it than were the forms in the past.
The better adapted forms will increase in frequency, and the now poorly adapted forms
will decrease in frequency. As the process continues, eventually (in Darwin’s words)
“the result of this would be the formation of a new species.” This process provided
Darwin with what he called “a theory by which to work.” And he started to work. He
was still at work, fitting facts into his theoretical scheme, 20 years later when he received
a letter from another traveling British naturalist, Alfred Russel Wallace (Figure 1.4).
Wallace had independently arrived at a very similar idea to Darwin’s natural selection.
Darwin’s friends, Charles Lyell and Joseph Hooker (Figure 1.5a), arranged for a simul-
taneous announcement of Darwin and Wallace’s idea at the Linnean Society in London
in 1858. By then Darwin was already writing an abstract of his full findings: that
abstract is the scientific classic On the Origin of Species.

Darwin’s reception

The reactions to Darwin’s two connected theories — evolution and natural selection —
differed. The idea of evolution itself become controversial mainly in the popular sphere
only, rather than among biologists. Evolution seemed to contradict the Bible, in which
the various kinds of living things are said to have been created separately. In Britain,
Thomas Henry Huxley (Figure 1.5b) particularly defended the new evolutionary view
against religious attack.



Figure 1.5

Darwin’s British supporters:
(a) Joseph Dalton Hooker
(1817-1911) on a botanical
expedition in Sikkim in 1849
(after a sketch by William
Tayler), and (b) Thomas
Henry Huxley (1825-95).
Darwin called Huxley

“my general agent.”
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Figure 1.4
Alfred Russel Wallace (1823-1913), photographed in 1848.

Evolution was less controversial among professional scientists. Many biologists
came almost immediately to accept evolution. The new theory in some cases made
remarkably little difference to day-to-day biological research. The kind of comparative
anatomy practiced by the followers of Cuvier, including Owen, lent itself equally well
to a post-Darwinian search for pedigrees as to the pre-Darwinian search for “plans”
of nature. The leading anatomists were by now mainly German. Carl Gegenbauer
(1826-1903), one of the major figures, had soon reorientated his work to the tracing
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Evolution was accepted, but often
confused with progressive change

Natural selection was widely
rejected . ..

of evolutionary relationships between animal groups. The famous German biologist
Ernst Haeckel (1834-1919) vigorously investigated the same problem, as he applied his
“biogenetic law” — the theory of recapitulation (which we shall meet in Section 20.2,
p- 573) — to reveal phylogenetic pedigrees.

Although some kind of evolution was widely accepted among biologists, probably
few of those biologists shared Darwin’s own idea of it. In Darwin’s theory, evolution is
not inherently or automatically progressive. The local conditions at each stage mainly
determine how a species evolves. The species does not have an inherent tendency
to rise to a higher form. If Darwinian evolution does proceed in a progressive way,
in some sense, then that is just how things turned out. Most evolutionists of the late
nineteenth and early twentieth centuries had a different conception of evolution from
this. They imagined evolution instead as one-dimensional and progressive. They often
concerned themselves with thinking up mechanisms to explain why evolution should
have an unfolding, predictable, progressive pattern (Figure 1.6).

While evolution — of a sort — was being accepted, natural selection was just as surely
being rejected. People disliked the theory of natural selection for many reasons. This
first chapter is not going to explain the arguments in any depth. What follows here is
only an introduction to the history of the ideas that we shall consider in more detail in
later chapters.

One of the more sophisticated objections to Darwin’s theory was that it lacked a satis-
factory theory of heredity. There were various theories of inheritance at that time, and
all of them are now known to be wrong. Darwin preferred a “blending” theory of inher-
itance, in which the offspring blend their parental attributes; for example, if a red male
mated with a white female, and inheritance “blended,” the offspring would be pink.
One of the deepest hitting criticisms of the theory of natural selection pointed out that
it could hardly operate at all if heredity blended (Section 2.9, p. 37).

At a more popular level, many objections were raised against natural selection. One
was that natural selection explains evolution by chance. This was (and still is) a mis-
understanding of natural selection, which is a non-random process. Almost every
chapter in this book after Chapter 4 illustrates how natural selection is non-random,
but the topic is particularly discussed in Chapters 4 and 10. Chapters 6-7 discuss an
evolutionary process called random drift. Random drift is random, but it is a com-
pletely different process from natural selection.
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Weismann was a rare early
supporter of the theory of natural
selection
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around 1900
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A second objection was that gaps exist between forms in nature — gaps that could not
be crossed if evolution was powered by natural selection alone. The anatomist St
George Jackson Mivart (1827-1900), for instance, in his book The Genesis of Species
(1871), listed a number of organs that would not (he thought) be advantageous in their
initial stages. In Darwin’s theory, organs evolve gradually, and each successive stage has
to be advantageous in order that it can be favored by natural selection. Mivart retorted
that although for a bird a fully formed wing, for example, is advantageous, the first
evolutionary stage — of a tiny protowing — might not be.

Biologists who accepted the criticism sought to get round the difficulty by imagining
processes other than selection that could work in the early stages of a new organ’s
evolution. Most of these processes belong to the class of theories of “directed mutation,”
or directed variation. These theories suggest that the offspring, for some unspecified
reason to do with the hereditary mechanism, consistently tend to differ from their
parents in a certain direction. In the case of wings, the explanation by directed variation
would say that the wingless ancestors of birds somehow tended to produce offspring
with protowings, even though there was no advantage to it. (Chapter 10 deals with this
general question, and Chapter 4 discusses variation.)

Lamarckian inheritance was the most popular theory of directed variation. Variation
is “directed” in this theory because the offspring tend to differ from their parents in the
direction of characteristics acquired by their parents. If the parental giraffes all have
short necks and acquire longer necks by stretching, their offspring have longer necks to
begin with, before any elongation by stretching. Darwin accepted that acquired charac-
ters can be inherited. He even produced a theory of heredity (“my much abused
hypothesis of pangenesis,” as he called it) that incorporated the idea. In Darwin’s time,
the debate was about the relative importance of natural selection and the inheritance of
acquired characteristics; but by the 1880s the debate moved into a new stage. The
German biologist August Weismann (1833—1914) then produced strong evidence and
theoretical arguments that acquired characteristics are not inherited. After Weismann,
the question became whether Lamarckian inheritance had any influence in evolution at
all. Weismann initially suggested that practically all evolution was driven by natural
selection, but he later retreated from this position.

Around the turn of the century, Weismann was a highly influential figure, but few
biologists shared his belief in natural selection. Some, such as the British entomologist
Edward Bagnall Poulton, were studying natural selection. However, the majority view
was that natural selection needed to be supplemented by other processes. An influential
history of biology written by Erik Nordenskiéld in 1929 could even take it for granted
that Darwin’s theory was wrong. About natural selection, he concluded “that it does
not operate in the form imagined by Darwin must certainly be taken as proved;” the
only remaining question, for Nordenskiold, was “does it exist at all?”

By this time, Mendel’s theory of heredity had been rediscovered. Mendelism
(Chapter 2) has been the generally accepted theory of heredity since the 1920s, and is
the basis of all modern genetics. Mendelism eventually allowed a revival of Darwin’s
theory, but its initial effect (around 1900-20) was the exact opposite. The early
Mendelians, such as Hugo de Vries and William Bateson, all opposed Darwin’s theory
of natural selection. They mainly did research on the inheritance of large differences
between organisms, and generalized their findings to evolution as a whole. They
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Figure 1.7

Early Mendelians and
biometricians. (a) Early
Mendelians studied large
differences between organisms,
and thought that evolution
happened when a new

species evolved from a
“macromutation” in its
ancestor. (b) Biometricians
studied small interindividual
differences, and explained
evolutionary change by the
transition of whole
populations. Mendelians were
less interested in the reasons for
small interindividual variations.
The figure is a simplification —
no historic debate between two
groups of scientists lasting for
three decades can be fully
represented in a single
diagrammatic contrast.

Biometricians rejected Mendelian
theory
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suggested that evolution proceeded in big jumps, by macromutations. A macromutation
is a large and genetically inherited change between parent and offspring (Figure 1.7a).
(Chapters 10 and 20 discuss various perspectives on the question of whether evolution
proceeds in small or large steps.)

Mendelism was not universally accepted in the early twentieth century, however.
Members of the other principal school, which rejected Mendelism, called themselves
biometricians; Karl Pearson was one of the leading figures. Biometricians studied
small, rather than large, differences between individuals and developed statistical tech-
niques to describe how frequency distributions of measurable characters (such as
height) passed from parent to offspring population. They saw evolution more in terms
of the steady shift of a whole population rather than the production of a new type
from a macromutation (Figure 1.7b). Some biometricians were more sympathetic to
Darwin’s theory than were the Mendelians. W.F. Weldon, for instance, was a biometri-
cian, and he attempted to measure the amount of selection in crab populations on the
seashore.

The modern synthesis

By the second decade of the twentieth century, research on Mendelian genetics had
already become a major enterprise. It was concerned with many problems, most of
which are more to do with genetics than evolutionary biology. But within the theory of
evolution, the main problem was to reconcile the atomistic Mendelian theory of genet-
ics with the biometrician’s description of continuous variation in real populations.
This reconciliation was achieved by several authors in many stages, but a 1918 paper by
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Figure 1.8 (b) J.B.S. Haldane (1892-1964) in Oxford, UK in 1914.
(a) Ronald Aylmer Fisher (1890-1962) in 1912, as a Steward (c) Sewall Wright (1889-1988) in 1928 at the University
at the First International Eugenics Conference. of Chicago.

Fisher, Haldane, and Wright created
a synthesis of Darwinism and
Mendelism. The synthesis began
with population genetics . . .

R.A. Fisher is particularly important. Fisher demonstrated there that all the results
known to the biometricians could be derived from Mendelian principles.

The next step was to show that natural selection could operate with Mendelian
genetics. The theoretical work was mainly done, independently, by R.A. Fisher, J.B.S.
Haldane, and Sewall Wright (Figure 1.8). Their synthesis of Darwin’s theory of natural
selection with the Mendelian theory of heredity established what is known as neo-
Darwinism, or the synthetic theory of evolution, or the modern synthesis, after the title of
a book by Julian Huxley, Evolution: the Modern Synthesis (1942). The old dispute
between Mendelians and Darwinians was ended. Darwin’s theory now possessed what
it had lacked for half a century: a firm foundation in a well tested theory of heredity.

The ideas of Fisher, Haldane, and Wright are known mainly from their great sum-
mary works all written around 1930. Fisher published his book The Genetical Theory of
Natural Selection in 1930. Haldane published a more popular book, The Causes of
Evolution, in 1932; it contained a long appendix under the title “A mathematical theory
of artificial and natural selection,” summarizing a series of papers published from 1918
onwards. Wright published a long paper on “Evolution in Mendelian populations” in
1931; unlike Fisher and Haldane, Wright lived to publish a four-volume treatise (1968—
78) at the end of his career. These classic works of theoretical population genetics
demonstrated that natural selection could work with the kinds of variation observable
in natural populations and the laws of Mendelian inheritance. No other processes are
needed. The inheritance of acquired characters is not needed. Directed variation is not
needed. Macromutations are not needed. This insight has been incorporated into all
later evolutionary thinking, and the work of Fisher, Haldane, and Wright is the basis for
much of the material in Chapters 5-9.
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Figure 1.9

Theodosius Dobzhansky
(1900-75) in a group photo in
Kiev in 1924; he is seated second
from the left at the front, in the
great boots.

... and inspired research in the
fieldandlab . . .

The reconciliation between Mendelism and Darwinism soon inspired new genetic
research in the field and laboratory. Theodosius Dobzhansky (Figure 1.9), for example,
began classic investigations of evolution in populations of fruitflies (Drosophila) after
his move from Russia to the USA in 1927. Dobzhansky had been influenced by the
leading Russian population geneticist Sergei Chetverikov (1880-1959), who had an

important laboratory in Moscow until he was arrested in 1929. Dobzhansky, after he
had emigrated, worked both on his own ideas and collaborated with Sewall Wright.
Dobzhansky’s major book, Genetics and the Origin of Species, was first published in
1937 and its successive editions (up to 1970 (retitled)) have been among the most
influential works of the modern synthesis. We shall encounter several examples of
Dobzhansky’s work with fruitflies in later chapters.

E.B. Ford (1901-88) began in the 1920s a comparable program of research in
the UK. He studied selection in natural populations, mainly of moths, and called
his subject “ecological genetics.” He published a summary of this work in a book
called Ecological Genetics, first published in 1964 (Ford 1975). H.B.D. Kettlewell
(1901-79) studied melanism in the peppered moth Biston betularia, and this is the
most famous piece of ecological genetic research (Section 5.7, p. 108). Ford collabor-
ated closely with Fisher. Their best known joint study was an attempt to show that the
random processes emphasized by Wright could not account for observed evolution-
ary changes in the scarlet tiger moth Panaxia dominula. Julian Huxley (Figure 1.10a)
exerted his influence more through his skill in synthesizing work from many fields. His
book Evolution: the Modern Synthesis (1942) introduced the theoretical concepts of
Fisher, Haldane, and Wright to many biologists, by applying them to large evolutionary
questions.

From population genetics, the modern synthesis spread into other areas of evolu-
tionary biology. The question of how one species splits into two — the event is called
speciation — was an early example. Before the modern synthesis had penetrated the
subject, speciation had often been explained by macromutations or the inheritance of



Figure 1.10

(a) Julian Huxley (1887-1975)
in 1918. (b) Ernst Mayr
(1904-), on the right, on an
ornithological expedition in
New Guinea in 1928, with his
Malay assistant.

... and led to a new understanding
of speciation . . .
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acquired characters. A major book, The Variation of Animals in Nature, by two sys-
tematists, G.C. Robson and O.W. Richards (1936), accepted neither Mendelism nor
Darwinism. Robson and Richards suggested that the differences between species are
non-adaptive and have nothing to do with natural selection. Richard Goldschmidt
(1878-1958), most famously in his book on The Material Basis of Evolution (1940),
argued that speciation was produced by macromutations, not the selection of small
variants.

The question of how species originate is closely related to the questions of popula-
tion genetics, and Fisher, Haldane, and Wright had all discussed it. Dobzhansky and
Huxley emphasized the problem even more. They all reasoned that the kinds of
changes studied by population geneticists, if they took place in geographically separ-
ated populations, could cause the populations to diverge and eventually evolve into
distinct species (Chapter 14). The classic work, however, was by Ernst Mayr: System-
atics and the Origin of Species (1942). Like many classic books in science, it was written
as a polemic against a particular viewpoint. It was precipitated by Goldschmidt’s
Material Basis but criticized Goldschmidt from the viewpoint of a complete and differ-
ing theory — the modern synthesis — rather than narrowly refuting him and it therefore
has a much broader importance. Both Goldschmidt and Mayr (Figure 1.10b) were
born and educated in Germany and later emigrated to the USA. Mayr left in 1930 as a
young man, but Goldschmidt was 58 and had built a distinguished career when he left
Nazi Germany in 1936.

A related development is often called the “new systematics,” after the title of a book
edited by Julian Huxley (1940). It refers to the overthrow of what Mayr called the
“typological” species concept and its replacement by a species concept better suited to
modern population genetics (Chapter 13). The two concepts differ in what sense they
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... and biological classification . . .

... and research on fossils

The modern synthesis was
established by the 1940s

make of variation between individuals within a species. Species, in the typological con-
ception, had been defined as a set of more or less similar-looking organisms, where
similarity was measured relative to a standard (or “type”) form for the species. A
species then contains some individuals of the standard type, and other individuals who
deviate from that type. The type individuals are conceptually privileged, whereas the
deviants show some sort of error.

However, the concept of a species as type plus deviants was inappropriate in the
theory of population genetics. The changes in gene frequencies analyzed by popula-
tion geneticists take place within a “gene pool” — that is, a group of interbreeding
organisms, who exchange genes when they reproduce. The crucial unit is now the set of
interbreeding forms, regardless of how similar looking they are to each other. The idea
of a “type” for a species is meaningless in a gene pool containing many genotypes. One
genotype is no more of a standard form for the species than any other genotype. A gene
pool does not contain one, or a few, “type” genotypes that are the standard forms for a
species, with other genotypes being deviants from that “type.” No type form exists that
could be used as a reference point for defining the species. Population geneticists there-
fore came to define the members of a species by the ability to interbreed rather than
by their morphological similarity to a type form. The modern synthesis had spread to
systematics.

A similar treatment was given to paleontology by George Gaylord Simpson (Fig-
ure 1.11) in Tempo and Mode in Evolution (1944). Many paleontologists in the 1930s
still persisted in explaining evolution in fossils by what are called orthogenetic
processes — that is, some inherent (and unexplained) tendency of a species to evolve
in a certain direction. Orthogenesis is an idea related to the pre-Mendelian concept
of directed mutation, and the more mystical internal forces we saw in the work
of Lamarck. Simpson argued that no observations in the fossil record required these
processes. All the evidence was perfectly compatible with the population genetic
mechanisms discussed by Fisher, Haldane, and Wright. He also showed how such
topics as rates of evolution and the origin of major new groups could be analyzed by
techniques derived from the assumptions of the modern synthesis (Chapters 18-23).

By the mid-1940s, therefore, the modern synthesis had penetrated all areas of biology.
The 30 members of a “committee on common problems of genetics, systematics, and
paleontology” who met (with some other experts) at Princeton in 1947 represented all
areas of biology. But they shared a common viewpoint, the viewpoint of Mendelism and
neo-Darwinism. A similar unanimity of 30 leading figures in genetics, morphology,
systematics, and paleontology would have been difficult to achieve before that date.
The Princeton symposium was published as Genetics, Paleontology, and Evolution
(Jepsen et al. 1949) and is now as good a symbol as any for the point at which the
synthesis had spread throughout biology. Of course, there remained controversy
within the synthesis, and a counterculture outside. In 1959, two eminent evolutionary
biologists — the geneticist Muller and the paleontologist Simpson — could still both
celebrate the centenary of The Origin of Species with essays bearing (almost) the same
memorable title: “One hundred years without Darwinism are enough” (Muller 1959;
Simpson 1961a).

In this book, we shall look in detail at the main ideas of the modern synthesis, and see
how they are developing in recent research.
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Figure 1.11
George Gaylord Simpson (1902—84) with a baby guanaco in

central Patagonia in 1930.

’s contemporaries mainly accepted his idea
ution, but not his explanation of it by natural

6 Darwin lacked a theory of heredity. When Mendel’s
ideas were rediscovered at the turn of the twentieth
century, they were initially thought to count against
the theory of natural selection.
7 Fisher, Haldane, and Wright demonstrated that
Mendelian heredity and natural selection are com-
patible; the synthesis of the two ideas is called neo-
known. But in the Darwinism or the synthetic theory of evolution.
iologists believed that 8 During the 1930s and 1940s, neo-Darwinism gradu-
ally spread through all areas of biology and became
olution by natural selection widely accepted. It unified genetics, systematics, pale-
change and adaptation. ontology, and classic comparative morphology and
embryology.
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Further reading

A popular essay about the adaptations of woodpeckers is by Diamond (1990). Bowler
(1989) provides a general history of the idea of evolution. On Lamarck and his context,
see Burkhardt (1977) and Barthélemy-Madaule (1982); and Rudwick (1997) for
Cuvier. There are many biographies of Darwin; Browne (1995-2002) is as near to a
“standard” modern biography as any. Darwin’s autobiography is an interesting source.
A pleasant (if more demanding) way to follow Darwin’s life is through his correspond-
ence: a modern scholarly edition is under way (Burkhardt & Smith 1985-). Bowler
(1989) discusses and gives references about the reception and fate of Darwin’s ideas.
Berry (2002) is a readable anthology from Wallace’s writings. On the modern synthesis,
see also Provine (1971), Mayr & Provine (1980), Bowler (1996), and Gould (2002b).
Numbers (1998) is about the American reception of Darwinism.

There are biographies of many of the key figures: Box (1978) for Fisher; Clark (1969)
for Haldane; Provine (1986) for Wright. Huxley (1970-73) and Simpson (1978) wrote
autobiographies. Laporte (2000) is an intellectual biography of Simpson. See Adams
(1994) for Dobzhansky, and Powell (1997) for the contributions of the “Drosophila
model” to evolution. See the papers in a dedicatory issue of Evolution (1994), vol. 48,
pp. 1-44, for Mayr. See the special issue of Proceedings of the National Academy of
Sciences USA (2000), vol. 97, pp. 6941-7055 for Stebbins.

Evolution is probably better covered than any other scientific theory by popular
science writers. Dawkins (1986, 1989a, 1996) introduces many ideas in evolution, par-
ticularly those to do with adaptation and natural selection. Gould’s popular essays,
which first appeared in Natural History magazine from 1974 to 1999, have been antho-
logized in a series of books and introduce many aspects of evolutionary biology (Gould
1977b, 1980, 1983, 1985, 1991, 1993, 1996, 1998, 2000, 2002a). Jones (1999) is a popular
update of Darwin’s Origin of Species: it keeps Darwin’s original structure, and uses
modern examples. Mayr (2001) is an overview of the subject for a general reader, as
well as containing the current views of an authoritative writer.

Pagel (2002) and the encyclopedia of the life sciences (www.els.net) are encyclo-
pedias of evolution and of biology, respectively. The encyclopedia of life sciences
is comprehensive on evolution. Evolution is covered in many web pages, and links
are provided to them from the web page associated with this book (www.black-
wellscience.com/evolution). Zimmer (2001) is a popular book about evolution, ac-
companying a PBS TV series. Trends in Ecology and Evolution is a good one-stop source
to follow a wide range of evolutionary research.

3 How did the main popular concept of evolution in the
late nineteenth and early twentieth centuries differ from

the conception of evolution in Darwin’s theory?
4 What are the two theories that are combined in the
synthetic theory of evolution?

to be “almost




Molecular and Mendelian
Genetics




22 | PART 1/ Introduction

2.1

Inheritance is caused by DNA molecules, which are
physically passed from parent to offspring

DNA is carried in different ways in
prokaryotic and in eukaryotic cells

Figure 2.1

The cells of a body have a fine
structure (or “ultrastructure”)
made up of a number of
organelles. Not all the
organelles illustrated here are
found in all cells. Animal and
fungal cells, for example,

lack plastids; but all
photosynthesizing organisms
have them. Eukaryotes (i.e.,

all plants and animals) have
complex cells with a separate
nucleus. Within the nucleus the
DNA is here illustrated in the
diffuse form called chromatin;
when the cell divides, the
chromatin coalesces into
structures called chromosomes.
Prokaryotes are simpler
organisms, particularly
bacteria, and they lack a distinct
nucleus; their DNA lies naked
within the cell.

The molecule called DNA (deoxyribose nucleic acid) provides the physical mechanism
of heredity in almost all living creatures. The DNA carries the information used to
build a new body, and to differentiate its various body parts. DNA molecules exist
inside almost all the cells of a body, and in all the reproductive cells (or gametes). Its
precise location in the cell depends on cell type.

There are two main types of cell: eukaryotic and prokaryotic (Figure 2.1). Eukaryotic
cells have a complex internal structure, including internal organelles and a distinct
region, surrounded by a membrane, called the nucleus. Eukaryotic DNA exists within
the nucleus. Prokaryotic cells are simpler and have no nucleus. Prokaryotic DNA lies
within the cell, but in no particular region. All complex multicellular organisms,
including all plants and animals, are built of eukaryotic cells. Fungi are also eukaryotic;
some fungi are multicellular (such as mushrooms) others are unicellular (such as
baker’s and brewer’s yeast, Saccharomyces cerevisiae). Protozoans, most of which (such
as amebas) are unicellular, are the other main group of eukaryotes. Bacteria and
Archaea are the two kinds of life in which the cells are prokaryotic.

Within a eukaryotic cell nucleus, the DNA is physically carried in structures called
chromosomes. Chromosomes can be seen through a light microscope at certain stages in
the cell cycle. Individuals of different species characteristically have different numbers
of chromosomes — each individual human has 46, for example, whereas a fruitfly
Drosophila melanogaster has eight, and other species have other numbers. The finer
structure of the DNA is too small to be seen directly, but it can be inferred by the
method of X-ray diffraction. The molecular structure of DNA was worked out by
Watson and Crick in 1953.

Eukaryote

Mitochondria

Plastid

Plastid inner membrane

Prokaryote

Plastid outer membrane

Nucleus
Non-cellulosic cell wall
Nucleolus
Cell membrane
Nuclear membrane

Nucleoid Cell membrane

Small ribosomes Cell wall (cellulose)

Kinetosome (9 + 0) Cilia (9+2)

" Cell membrane

Flagellum
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(b) Structure of double strand
2.0 nm

Figure 2.2

The structure of DNA. (a) Each strand of DNA is made up of a
sequence of nucleotide units. Each nucleotide consists of a
phosphate (P), a sugar, and a base (of which there are four types,
here called G, C, T, and A). (b) The full DNA molecule has two
complementary strands, arranged in a double helix.

The DNA molecule consists of a sequence of units; each unit, called a nucleotide, con-
sists of a phosphate and a sugar group with a base attached. The alternating sugar and
phosphate groups of successive nucleotides form the backbone of the DNA molecule.
The full DNA molecule consists of two paired, complementary strands, each made up
of sequences of nucleotides. The nucleotides of opposite strands are chemically bonded
together. The two strands exist as a double helix (Figure 2.2).

DNA structurally encodes information used to build
the body’s proteins

How does the DNA encode the information to build a body? The DNA in an individual
human cell contains about 3 X 10° nucleotide units. This total length can be divided
into genes and various kinds of non-coding DNA. We will consider genes first. Some
genes lie immediately next to neighboring genes; others are separated by more or less
lengthy regions of non-coding DNA. Genes contain the information that codes for
proteins.

A crude but workable way to describe protein biology is to say that bodies are built
from proteins and are regulated, maintained, and defended by proteins. Different parts
of the body have their distinct characteristics because of the kinds of proteins they are
made of. Skin, for example, is mainly made of a protein called keratin; oxygen is carried
in red blood cells by a protein called hemoglobin; eyes are sensitive to light as a result of
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Most genes code for proteins . . .

... but there are complications,
such as alternative splicing

pigment proteins such as rhodopsin (actually, rhodopsin is made up of a protein called
opsin combined with a derivative of vitamin A); and metabolic processes are catalyzed
by a whole battery of proteins called enzymes (cytochrome ¢, for instance, is a respir-
atory enzyme and alcohol dehydrogenase is a digestive enzyme). Other proteins, such
as the immunoglobulins, defend the body from parasites. The expression of genes is
regulated by yet other proteins, such as the transcription factors coded for by the Hox
genes that we shall discuss in Chapter 20.

Proteins are made up of particular sequences of amino acids. Twenty different
amino acids are found in most kinds of living things. Each amino acid behaves chem-
ically in distinct ways, such that different sequences of amino acids result in proteins
with very different properties. A protein’s exact sequence of amino acids determines its
nature. Hemoglobin, for example, is made up of two o-globin molecules, which are
141 amino acids long in humans, and two -globins, which are 144 amino acids long;
insulin has another sequence of 51 amino acids. Hemoglobin binds oxygen in the
blood, whereas insulin stimulates cells (particularly muscle cells, and others) to absorb
glucose from the blood. The different behavior of hemoglobin and insulin is caused by
the chemical properties of their different amino acids, arranged in their characteristic
sequence. (As Chapters 4 and 7 discuss in more detail, the particular sequence of any
one protein can vary within and between species. Thus turkey hemoglobin differs
on average from human hemoglobin, though it binds oxygen in both species. There
are also different variants of hemoglobin within a species, a condition called protein
polymorphism. However, the sequences of all variants of hemoglobin from the same or
different species are similar enough for them to be recognizably hemoglobins.)

The idea that one gene encodes for one protein is a simplification. On the one hand,
some proteins are assembled from more than one gene. For example, hemoglobin is
assembled from four genes, in two main positions in the DNA. On the other hand, one
gene can be used to produce more than one protein. For example, the process of altern-
ative splicing generates a number of proteins from one gene. Alternative splicing can
be illustrated by the gene slo, which works in the development of our acoustic sensory
system. We are sensitive to a range of frequencies because we have a series of tiny hairs
in our inner ears; some of the hairs are bent by high frequency sounds, others by low
frequency sounds. The frequency that a hair is sensitive to depends on the chemical
properties of the proteins it is made of. Slo is one of the key genes that code for a protein
in the hair cells. It might be thought that we should contain a series of genes, coding for
a series of proteins, that produce the series of hair cells with a range of sensitivities. In
fact slo is read in many ways. The slo gene is made up of several units, which can be
combined in a large number of ways. Exactly how many ways slo can be read is uncer-
tain, but the alternative splicing of slo contributes part of the molecular diversity
underlying our acoustic sense. Thus, it is not strictly speaking correct to say that one
gene codes for one protein. Nevertheless, for many purposes it is not grievously wrong
to describe DNA as made up of genes (and non-coding regions), and genes as coding
for proteins.

How exactly do genes in the DNA code for proteins? The answer is that the sequence
of nucleotides in a gene specifies the sequence of amino acids in the protein. There are
four types of nucleotide in the DNA. They differ only in the base part of the nucleotide
unit; the sugar and phosphate group are the same in all four. The four are called
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adenine (A), cytosine (C), guanine (G), and thymine (T). Adenine and guanine belong
to the chemical group called purines; cytosine and thymine are pyrimidines. In the
double helix, an A nucleotide in one strand always pairs with a T nucleotide in the
other; and a C always pairs with a G (as in Figure 2.2b). If the nucleotide sequence
in one strand was ...AGGCTCCTA..., then the complementary strand would be
...TCCGAGGAT.... Because the sugar and phosphate are constant, it is often more con-
venient to imagine a DNA strand as a sequence of bases, like the ...AGGCTCCTA...
sequence above.

Information in DNA is decoded by transcription
and translation

Information encoded in the DNA

... isfirst transcribed to mRNA . . .

... and then translated into protein

There are four types of nucleotide, but 20 different amino acids. A one-to-one code of
nucleotide encoding an amino acid would therefore be impossible. In fact a triplet of
bases encodes one amino acid; the nucleotide triplet for an amino acid is called a codon.
The four nucleotides can be arranged in 64 (4 x 4 X 4) different triplets, and each one
codes for a single amino acid. The relation between triplet and amino acid has been
deciphered and is called the genetic code.

The mechanism by which the amino acid sequence is read off from the nucleotide
sequence of the DNA is understood in molecular detail. The full detail is unnecessary
for our purposes, but we should distinguish two main stages. RNA (ribonucleic acid) is
a class of molecules that has a similar composition to DNA. Messenger RNA (mRNA) is
one of the main forms of RNA. Messenger RNA is transcribed from the DNA and the
process is called transcription. Messenger RNA 1is single-stranded and, unlike DNA,
uses a base called uracil (U) instead of thymine (T). The DNA sequence AGGCTCCTA
would therefore have an mRNA with the following sequence transcribed from it: UCC-
GAGGAU. The genetic code is usually expressed in terms of the codons in the mRNA
(Table 2.1). The mRNA sequence UCCGAGGAU, for example, codes for three amino
acids: serine, glutamic acid, and aspartic acid. The beginning and end of a gene are sig-
naled by distinct base sequences, which (in a sense) punctuate the DNA message. As
Table 2.1 shows, three of the 64 triplets in the genetic code are for “stop.” Only 61 of the
64 code for amino acids.

Transcription takes place in the nucleus. After the mRNA molecule has been
assembled on the gene, it then leaves the nucleus and travels to one of the structures
in the cytoplasm called ribosomes (see Figure 2.1); ribosomes are made of another
kind of RNA called ribosomal RNA (rRNA). The ribosome is the site of the second
main stage in protein production. It is where the amino acid sequence is read off from
the mRNA sequence and the protein is assembled. The process is called translation.
The actual translation is achieved by yet another kind of RNA, called transfer RNA
(tRNA).!

! That completes the three main kinds of RNA: mRNA, rRNA, and tRNA. By the way, both rRNA and tRNA
molecules originate by transcription from genes in the DNA. It is therefore not always true that genes code for
proteins, as stated above — some genes code for RNA.
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The tRNA molecule has a base triplet recognition site, which binds to the comple-
mentary triplet in the mRNA, and has the appropriate amino acid attached at the other
end (Figure 3.7, p. 58, shows the structure of tRNA). Cells use less than the theoretical
maximum of 61 different kinds of tRNA. A single tRNA can be used for more than one
codon, for example, in some cases where the same amino acid is coded for by two
closely related codons. The ability of a single tRNA to bind to more than one codon is
called “wobble.” Cells in fact use about 45 kinds of tRNA. In summary, protein assembly
consists of tRNA molecules lining up on the mRNA at a ribosome. Other molecules are
also needed to supply energy and attach the RNAs correctly. Figure 2.3 summarizes the
transfer of information in the cell.

In addition to the DNA on the chromosomes in the nucleus, there are much smaller
quantities of DNA in certain organelles in the cytoplasm (see Figure 2.1). Mitochondria
— the organelles that control respiration — have some DNA, and in plants the
organelles called chloroplasts that control photosynthesis also have their own DNA.
Mitochondrial DNA is inherited maternally: mitochondria are passed on through eggs
but not through sperms.
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Large amounts of non-coding DNA exist in
some species

Much of the DNA does not code for

genes

2.5

The human genome is about 3,000 million (3 x 10°) nucleotides long. The human
genome project made a preliminary estimate of the number of genes in a human being
as about 30,000 (3 x 10%). The average length of a human gene is about 5,000 (5 x 10°)
nucleotides. Thus only about 5% (1.5 X 108/3 X 10°) of human DNA codes for genes.
Even if the preliminary figure of 30,000 genes turns out to underestimate the true figure
by a factor of two, still only 10% of our DNA would code for genes. Most human DNA
is not used to code for proteins, or for molecules that control the production of
proteins. Most human DNA is “non-coding” DNA.

The fraction of non-coding DNA varies between species. Bacteria and viruses con-
tain little non-coding DNA; bacterial and viral genomes are economically organized. At
the other extreme, some salamanders contain 20 times as much DNA as humans do.
Because it is difficult to believe that salamanders contain many more genes than we do,
we can infer that more than 99% of those salamanders” DNA is non-coding.

The function of non-coding DNA is uncertain. Some biologists argue that it has no
function and refer to it as “junk DNA.” Others argue that it has structural or regulatory
functions. Something is known about the sequence of non-coding DNA. Most non-
coding DNA is repetitive. Some of it consists of side-by-side (or “tandem”) stretches of
repeats of a short (2-20 nucleotide) unit sequence (for example ...ACCACCACC...).
Some of it consists of repeats of longer (a hundred, or a few hundred nucleotides)
sequences. We can partly understand how non-coding DNA originates after we have
considered our next topic: mutation.

Mutational errors may occur during DNA replication

When a cell reproduces, its DNA and genes are physically replicated. Normally an exact
copy of the parental DNA is produced, but sometimes a copying error happens. The set
of enzymes that replicate the DNA include proof-reading and repair enzymes. These
enzymes detect and correct most of the copying errors, but some errors persist even
after proof-reading and repair. These errors are called mutations. The new sequence of
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Original DNA sequence
.CCGCTCGTCAACTAG...
...Gly . Glu . Gin . Leu . lle...

Figure 2.4

Different sorts of mutation. (a) Synonymous mutations —

the base changes but the amino acid encoded does not.

(b) Transition — a change between purine types or between
pyrimidine types. (c) Transversion —a change from purine to
pyrimidine or vice versa. (d) Frameshift mutation — a base is
inserted. (e) Stop mutation — an amino acid-encoding triplet
mutates to a stop codon. The terms transition and transversion
can apply to synonymous or amino acid-changing mutations,

Co>T
L.CCGCTTGTCAACTAG...

...Gly . Glu . Gin . Leu . lle... (a) Synonymous

A—>G
.CCGCTCGTAGCTAG...
...Gly . Glu . Gin . Ser . lle...

(b) Transition,
changes
amnio acid

A—C
.CCGCTCGTCCACTAG...
...Gly . Glu . Gin . Val . lle...

(c) Transversion,
changes
amino acid

Insert C
4

.CCGCCTCGTCAACTAG...

..Gly . Gly . Ala . Val . Asp... (d) Frameshift

G- A
.CCGCTCATCAACTAG...

...Gly . Gly . STOP (e) Stop

but it has only been illustrated here for mutations that alter
amino acids. The base sequence here is for the DNA. The
genetic code is conventionally written for the mRNA sequence;
thus G has to be transcribed to C, etc. when comparing the
figure with Table 2.1 (the genetic code). (The figure is
stereochemically unconventional because the 3" end has

been put at the left and 5” at the right; but this detail is
unimportant here.)

Different kinds of mutation can be
distinguished, suchas . . .

... point mutations . . .

DNA that results from a mutation may code for a form of protein with different prop-
erties from the original. Mutations can happen in any cell, but the most important
mutations, for the theory of evolution, are those occuring in the production of the
gametes. These mutations are passed on to the offspring, who may differ from their
parents because of the mutation.

Various kinds of mutation can occur. One is point mutation, in which a base in the
DNA sequence changes to another base. The effect of a point mutation depends on the
kind of base change (Figure 2.4a—c). Synonymous, or silent, mutations (Figure 2.4a)
are mutations between two triplets that code for the same amino acid, and have no
effect on the protein sequence. Non-synonymous, or meaningful, point mutations do
change the amino acid. Because of the structure of the genetic code (Table 2.1), most
synonymous mutations are in the third base position of the codon. About 70% of
changes in the third position are synonymous, whereas all changes in the second and
most (96%) at the first position are meaningful. Another distinction for point muta-
tions is between transitions and transversions. Transitions are changes from one
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Figure 2.5
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pyrimidine to the other, or from one purine to the other: between C and T, and
between A and G. Transversions replace a purine base by a pyrimidine, or vice versa:
from A or G to T or C (and from C or T to A or G). The distinction is interesting
because transitional changes are much commoner in evolution than transversions.

Successive amino acids are read from consecutive base triplets. If, therefore, a muta-
tion inserts a base pair into the DNA, it can alter the meaning of every base “down-
stream” from the mutation (Figure 2.4d). These are called frameshift mutations, and
will usually produce a completely nonsensical, functionless protein. Another kind of
mutation is for a previously coding triplet to mutate to a “stop” codon (Figure 2.4e);
the resulting protein fragments will probably again be functionless.

Some stretches of non-coding DNA consist of repeats of a short unit sequences.
These sequences are particularly vulnerable to a kind of error called slippage (Fig-
ure 2.5). In slippage, the DNA strand that is being copied from slips relative to the new
strand that is being created. A short stretch of nucleotides is then missed out or copied
twice. Slippage contributes to the origin of non-coding DNA that consists of repeats of
short unit sequences. However, slippage can also occur in DNA other than repetitive
non-coding DNA. Slippage can cause frameshift mutations (Figure 2.4d), for instance.

The mutational mechanisms we have considered so far concern single nucleotides,
or short stretches of nucleotides. Other mutational mechanisms can influence larger
chunks of DNA. Transposition is an important example. Transposable elements —
informally known as “jumping genes” — can copy themselves from one site in the DNA
to another (Figure 2.6a). If a transposable element inserts itself into an existing gene, it
will corrupt that gene; if it inserts itself into a region of non-coding DNA, it may do less
or even no damage to the body. Transposable elements can pick up a stretch of DNA
and copy it as well as itself into the new insertion site. Transposition usually alters the
total length of the genome, because it creates a new duplicated stretch of DNA. This
contrasts with a simple miscopying of a nucleotide, in which the total length of the
genome is unchanged. Unequal crossing-over is another kind of mutation that can
duplicate (or, unlike transposition, delete) a long stretch of DNA (Figure 2.6b).

Finally, mutations may influence large chunks of chromosomes, or even whole
chromosomes (Figure 2.7). A length of chromosome may be translocated to another
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(a) Transposition (by reverse transcription)

Figure 2.6
Transposable element —-— . . .
Transposition and unequal crossing-over are mutation

mechanisms that affect stretches of DNA longer than one or two
nucleotides. They duplicate DNA laterally through the genome.

(a) Transposition can occur by more than one mechanism. Here
transposition occurs via an RNA intermediate that is copied back
into the DNA by reverse transcription. Transposable elements of
this kind are called retroelements. (b) Unequal crossing-over
happens when the sequences of the two chromosomes are

Reverse transcription

(b) Unequal crossing-over misaligned at recombination (for recombination, see Figure 2.9
4 B 4 B B below). In the simple case illustrated here, chromosomes with
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... and chromosomal mutations chromosome, or to another place on the same chromosome, or be inverted. Whole
chromosomes may fuse, as has happened in human evolution; chimps and gorillas (our
closest living relatives) have 24 pairs of chromosomes whereas we have 23. Some or all
of the chromosomes may be duplicated. The phenotypic effects of these chromosomal
mutations are more difficult to generalize about. If the break-points of the mutation
divide a protein, that protein will be lost in the mutant organism. But if the break is
between two proteins, any effect will depend on whether the expression of a gene
depends on its position in the genome. In theory, it might not matter whether a protein
is transcribed from one chromosome or another; though in practice gene expression
is probably at least partly regulated by relations between neighboring genes and a
chromosomal mutation will then have phenotypic consequences.
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Mutations can also delete, or duplicate, a whole chromosome. Mutations on the
largest scale can duplicate all the chromosomes in the genome. The duplication of the
whole genome is called polyploidy. For example, suppose that the members of a normal
diploid species have 20 chromosomes (10 from each parent). If all 20 are duplicated
in a mutation, the offspring has 40 chromosomes. Polyploidy has been an important
process in evolution, particularly plant evolution (Chapters 3, 14, and 19).

That concludes our review of the main types of mutation. It is not a complete list of
all known mutation mechanisms, but is enough for an understanding of the evolution-
ary events described later in this book.

Rates of mutation can be measured

Mutation rates are problematic to
measure . ..

... and can be expressed per
nucleotide . . .

What is the rate of mutation? The mutation rate can be estimated from the rate at
which detectable new genetic variants arise in laboratory populations. Novel genetic
variants used to be detectable only if they influenced the organism’s visible phenotype.
Now we also have rapid DNA sequencing methods, and these can be used to detect
nucleotide differences between parent and offspring.

The measuring conditions must be such as to minimize, and ideally to eliminate, the
action of natural selection. The reason is as follows. Mutations may be advantageous (if
they increase the survival of the mutant bearer), neutral (if they have no effect on the
survival of the mutant bearer), or disadvantageous (if they decrease the survival of the
mutant bearer). In natural conditions, many mutations are disadvantageous and their
bearers die before the mutation can be detected. The mutation rate will then be under-
estimated. Thus the measuring conditions need to be such as to neutralize the damage
done by disadvantageous mutations. Then all mutant bearers will survive and the
underlying mutation rate can be detected. Natural selection usually cannot be com-
pletely neutralized, however, and the estimates that we have for mutation rates are only
approximate.

Mutation rates can be expressed per nucleotide, or per gene, or per genome. Also,
they can be expressed per molecular replication, or per organismic generation, or per
year. Table 2.2 gives some numbers. The mutation rate per nucleotide per molecular
replication is the most basic number, and it depends on the hereditary molecule and
the enzymatic machinery used by the organism. RNA viruses such as HIV use RNA as
their hereditary molecule; they have a replicase enzyme (called reverse transcriptase)
but lack proof-reading and repair enzymes. RNA viruses have a relatively high muta-
tion rate, of about 10~ per nucleotide. All cellular life forms, including bacteria and
human beings, have a similar set of proof-reading and repair enzymes, and use DNA as
their hereditary molecule. DNA is less mutable than RNA, partly because DNA is a
double-stranded molecule, and the proof-reading and repair enzymes further reduce
the mutation rate. Bacteria, and humans, have a mutation rate of about 10~ to 107'% per
nucleotide per molecular replication (or per cell cycle, in these cellular life forms). The
mutation rate per nucleotide per cell cycle seems to be approximately constant in
cellular life forms, at least relative to the much higher figure in RNA viruses, but it may
not be exactly constant. Some evidence suggests that the mutation rate is an order of
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magnitude higher in bacteria than in humans (Ochman et al. 1999), but the measure-
ments are uncertain. The trends, if any, in the mutation rate per nucleotide copying
event within cellular life forms are unknown.

The mutation rate per genome varies between bacteria and human beings despite the
approximate constancy of the rate per nucleotide copying event because of the effects
of generation time and because we have larger genomes. In humans, for instance, the
number of cell divisions per generation in a man (from his conception to his sperm
cells, when he is an adult) goes up with age by about 23 divisions per year. The sperm of
a 20-year-old many have about 200 cell divisions behind them, the sperm of a 30-year-
old man have about 430 cell division behind them. The number of cell divisions per
generation in a woman (from her conception to her egg cells) are constant independent
of age, at about 33 cell divisions. The average number of cell divisions in a human genera-
tion is therefore about 100—200 or more, depending on the father’s age.

Mutation rates are also sometimes expressed per gene per generation. The rate
will depend on the size of the gene and the generation length of the organism. But
with mutation rates per nucleotide copying event of 10~ to 107!, generations ranging
from 1 to 100 cell divisions (10°~102), and genes ranging from 10% to 10* nucleotides,
mutation rates per gene per generation are going to range around 107 to 1077,
A classic memorable figure for the mutation rate per gene per generation is one in a
million (107°).

Mutation rates per year can also be useful, particularly when using the molecular
clock to date evolutionary events — which is a big theme in modern evolutionary bio-
logy (Chapters 7 and 15 and much of Part 5 of this book). Mutation rates per nucleotide
per cell cycle can be translated into rates per year. The translation depends on the spe-
cies, particularly because species differ in generation times, as discussed in Chapter 7.
In later chapters we shall use figures per year for particular species rather than the more
general figures such as in Table 2.2.



2.7

CHAPTER 2/ Molecular and Mendelian Genetics | 33

The numbers we have looked at here are averages. Some regions of DNA have higher,
or lower, than average rates. For instance, we saw that short repeats (for example,
...ACCACCACC...) are vulnerable to slippage. These regions expand and contract by
mutation, such that a parent with three repeats of the unit sequence may have offspring
with two or four repeats of it. The mutation rates are high, up to 107 (Jeffreys et al. 1988).
The high mutation rates make these regions of DNA useful in genetic fingerprinting.

Diploid organisms inherit a double set of genes

Humans, and many other creatures,
have two sets of genes, one
inherited from each parent

Various technical terms apply to
diploid organisms

DNA is physically carried on chromosomes. Humans, as noted above, have 46 chromo-
somes. However, the 46 consist of two sets of 23 distinct chromosomes. (To be exact, an
individual has a pair of sex chromosomes — which are similar (XX) in females, but
noticeably different (XY) in males — plus a double set of 22 non-sex chromosomes,
called autosomes.) The condition of having two sets of chromosomes (and therefore
two sets of the genes carried on them) is called diploidy. The figure given above of
3x 10° nucleotides in the human genome is for only one of the sets of 23 chromosomes:
the total DNA library of a human cell has about 6 x 10° nucleotides (and 6.6 x 107 is a
more exact figure).

Diploidy is important in reproduction. An adult individual has two sets of chromo-
somes. Its gametes (eggs in the female, sperm or pollen in the male) have only one set: a
human egg, for example, has only 23 chromosomes before it is fertilized. Gametes are
said to be haploid. They are formed by a special kind of cell division, called meiosis; in
meiosis, the double set of chromosomes is reduced to result in a gamete with only one
set. When male and female gametes fuse, at fertilization, the resulting zygote (the first
cell of the new organism) has the double chromosome set restored, and it develops to
produce a diploid adult. The cycle of genesis can then repeat itself. (In some species,
organisms are permanently haploid; but in this book we shall mainly be concerned with
diploid species. Most familiar, non-microscopic species are diploid.)

Because each individual possesses a double set of chromosomes, it also possesses a
double set of each of its genes. Any one gene is located at a particular place on a chro-
mosome, called its genetic locus. An individual is therefore said to have two genes at
each genetic locus in its DNA. One gene comes from its father and the other from its
mother. The two genes at a locus are called a genotype. The two copies of a gene in an
individual may be the same, or slightly different (i.e., the amino acid sequences of the
proteins encoded by the two copies may be identical or have one or two differences). If
they are the same the genotype is a homozygote; if they differ it is a heterozygote. The dif-
ferent forms of the gene that can be present at a locus are called alleles. Genes and geno-
types are usually symbolized by alphabetic letters. For instance, if there are two alleles at
the genetic locus under consideration, we can call them A and a. An individual can then
have one of three genotypes: it can be AA, or Aa, or aa.

The genotype at a locus should be distinguished from the phenotype it produces. If
there are two alleles at a locus in a population, the two can combine into three possible
genotypes: AA, Aa, and aa. (If there are more than two alleles, there will be more than
three genotypes.) The genes will influence some property of the organism, and the
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Dominance complicates the relation
between genotype and phenotype

2.8

property may or may not be easily visible. Suppose they influence color. The A gene
might encode a black pigment and AA individuals would be black; aa individuals, lack-
ing the pigment, would be (let us say) white. The coloration is then the phenotype con-
trolled by the genotype at that locus: an individual’s phenotype is its body and behavior
as we observe them.

If we consider only the AA and aa genotypes and phenotypes in this example, there is
a one-to-one relation between genotype and phenotype. But there does not have to be
a one-to-one relation, as can be illustrated by considering two possibilities for the
phenotype of the Aa genotype. One possibility is that the color of Aa individuals is
intermediate between the two homozygotes — they are gray. In this case, there are three
phenotypes for the three genotypes and there is still a one-to-one relation between
them. The second possibility is that the Aa heterozygotes resemble one of the homozy-
gotes; they might be black, for instance. The A allele is then called dominant and the a
allele recessive. (An allele is dominant if the phenotype of the heterozygote looks like the
homozygote of that allele; the other allele in the heterozygote is called recessive.) If
there is dominance, there will be only two phenotypes for the three genotypes and there
is no longer a one-to-one relation between them. If all you know is that an organism has
a black phenotype, you do not know its genotype.

At different genetic loci, there can be any degree of dominance. Full dominance, in
which the heterozygote resembles one of the homozygotes, and no dominance, in
which it is intermediate between the homozygotes, are extreme cases. The phenotype of
the heterozygote could be anywhere between the two homozygotes. Instead of being
either black or gray, it could have had any degree of grayness. Dominance is only one
of a number of factors that complicate the relation between genotype and phenotype.
The most important such factor is the environment in which an individuals grows
up (Chapter 9).

Genes are inherited in characteristic Mendelian ratios

Mendelism explains the ratios of
genotypes in the offspring of
particular parents

Mendelian ratios express the proportions of different genotypes in the offspring of par-
ents of particular combinations of genotypes. The easiest case is a cross between an AA
male and an AA female (Figure 2.8a). After meiosis, all the male gametes contain the A
allele and all the female gametes also contain the A allele. They combine to produce AA
offspring. The Mendelian ratio is therefore 100% AA offspring.

Now consider a mating between an AA homozygote and an Aa heterozygote (Fig-
ure 2.8b). Again, all the AA individual’s gametes contain a single A gene. When a hetero-
zygote reproduces, half its gametes contain an A gene, and half an a. The pair will
produce AA : Aa offspring in a 50 : 50 ratio.

Finally, consider a cross between two heterozygotes (Figure 2.8¢c). Both male and
female produces half a gametes and half A gametes. If we consider the female gametes
(eggs or ovules), half of them are a, and half of them will be fertilized by a sperm, and
half by A sperm; the other half are A, and half of them will be fertilized by a sperm and
half by A sperm. The resulting ratio of offspring is 25% AA : 50% Aa : 25% aa.

The separation of an individual’s two genes at a locus into its offspring is called
segregation. The ratios of offspring types produced by different kinds of matings are
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(b) (0)
Female Male Female Female
@ Parents AA X @ Parents X \@
A Gametes A A a  Gametes A a A a

Offspring @ @ Offspring  (AA aa)

Mendelian 50% AA 50% Aa Mendelian 25% AA 50% Aa 25% aa
ratio ratio

Mendelian ratios for: (a) an AA X AA cross, (b) an AA X Aa cross, and (c¢) an Aa X Aa cross.

The Mendelian ratios for
combinations of genes depend on
whether the genes are linked or
unlinked

examples of Mendelian ratios. They were discovered by Gregor Mendel in about
1856—63. Mendel was a monk, later Abbot, in St Thomas’s Augustinian monastery in
what was then Briinn in Austro-Hungary and is now Brno in the Czech Republic.

Mendelian ratios can also be for more than one genetic locus. If the alleles at one
locus are A and a, and at a second B and b, then an individual will have a double geno-
type, such as Ab/Ab (double homozygote) or Ab/ab (single heterozygote). It has a
double set of genes at each locus, one set from each parent. The segregation ratios now
depend on whether the genetic loci are on the same or different chromosomes. Recall
that an individual human has a haploid number of 23 chromosomes and about 30,000
genes. That means there must be on average about 1,300 genes per chromosome.
Different genes on the same chromosome are described as being linked. Genes that are
very close together are tightly linked, those further apart are loosely linked. Genes that
are not on the same chromosome are unlinked.

The easy case is for two unlinked loci; the genes at the two loci then segregate inde-
pendently. Imagine first a cross in which only one of the loci is heterozygous, such as a
cross between an Ab/Ab male and an Ab/ab female. All the genes at the B locus are the
same, while at the A locus the male is AA and the female is Aa. The ratio of offspring will
be 50% AAbb and 50% Aabb, a simple extension of the one-locus case.

A more complicated cross is for a male AB/Ab and a female AB/ab. Both parents are
heterozygous for at least one locus. Again, the ratios of B locus genotypes associated
with each A locus genotype are those predicted by applying Mendel’s principles inde-
pendently to each locus. A cross between two Bb heterozygotes produces a ratio of off-
spring of 25% BB : 50% Bb : 25% bb, and this ratio will be the same within each A locus
genotype. Thus, in the cross between a male AB/Ab and a female AB/ab, there will be
50% AA and 50% Aa offspring. Of the half which are AA, 25% are AB/AB, 50% are
AB/Ab, and 25% are Ab/Ab. Likewise for the 50% Aa genotypes. Add the two A geno-
types and the total offspring ratios are:

AB/AB AB/Ab Ab/AD AB/aB AB/ab Ab/ab
1/8 1/4 1/8 1/8 1/4 1/8
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Figure 2.9

Recombination seen at the level
of: (a) chromosomes, (b) genes,
and (c) nucleotides. At
recombination, the strands of a
pair of chromosomes break at
the same point and the two
recombine. The post-
recombinational sequence of
genes, or nucleotides, combine
one strand from one side of the
break-point with the other
strand from the other side.

In (b) the gene sequence in
chromosome 1 changes from
ABCto ABg; in (c) the
nucleotide sequence of the
chromosome with bases A

and T (stippled nucleotides)
changes to A and A. (For the
nucleotide sequence only one
of the strands of the double helix
is shown: each of the pair of
chromosomes has a full double
helix with complementary base
pairs, as in Figure 2.2.)

(a) Recombination, at chromosome level
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The offspring ratios for other crosses can be worked out by the same principle. The
segregation of unlinked genotypes is called independent segregation.

When the loci are linked on the same chromosome, they do not segregate independ-
ently. At meiosis, when haploid gametes are formed from a diploid adult, an addi-
tional process called recombination occurs. The pairs of chromosomes physically line
up and, at certain places, their strands join together and recombine (Figure 2.9).
Recombination shuffles the combinations of genes. If an individual inherited AB from
its mother and ab from its father, and recombination occurred between the two loci, it
will produce Ab and aB gene combinations in its gametes.

Recombination is a random process; it may or may not “hit” any point in the DNA.
It occurs with a given probability, usually symbolized by r, between any two points on a
chromosome. r can be defined between nucleotide sites or genes. If the A locus and the
Blocus are linked, the chance of recombination between them in an individual is r and
the chance of no recombination is (1 — 7). In any one individual, recombination either
does or does not happen, but the chance of recombination determines the frequencies
of genotypes in the gametes produced by a population. If we consider a large number of
AB/ab individuals, they will produce gametes in the following proportions:

Gamete AB Ab aB ab

Proportion (1-r) Var Var h(1-r)

These fractions can be used in the standard way to calculate the Mendelian ratio for a
cross involving an AB/ab individual. The principle is logically easy to understand, but
the ratios can be laborious to work out in practice. The case of independent segregation
corresponds to r = 0.5. That is, when the A and B loci are on separate chromosomes,
r=(1-r)=0.5and the Ab/aB parent produces Ab, aB, AB, and ab gametes in the ratio
1:1:1:1. For genes on the same chromosome, the value of r ranges from just above 0
for two sites that are next to each other up to 0.5 for two sites at opposite ends of the
chromosome.

For any two genes, recombination can “hit” more than once between them in an
individual (this is called “multiple hits”). If two recombinational hits occur between a
pair of loci, they cancel each other. The chromosome has the same combination of
genes at these two loci as if recombination had not occurred. It is more exact to say that
the probability of recombination r equals the probability of an odd number of hits, and
the probability (1 —r) is the chance of no hits plus the chance of an even number of hits.

The Mendelian ratios, in which paired diploid genes segregate into haploid gametes
and the gametes of different individuals then combine at random, is the basis of all the
theory of population genetics that is discussed in Chapters 5-9.

Darwin'’s theory would probably not work if there was
a non-Mendelian blending mechanism of heredity

As Chapter 1 described, Mendel’s theory of heredity plugged a dangerous leak in
Darwin’s original theory, and the two theories together eventually came to form the
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Figure 2.10

(a) Blending inheritance. The
parental genes for dark green
(A) and white (a) color blend in
their offspring, who produce a
new type of gene (A”) coding for
light green color. (b) Mendelian
inheritance. The parental genes
are passed on unaltered by the
offspring.

“Blending” heredity is a
(theoretical) alternative to
Mendelian heredity

Blending heredit
(@) Blending heredity (b) Mendelian heredity
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Aa X Aa Aa X Aa
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Grandchildren AA’

synthetic theory of evolution, or neo-Darwinism. The problem was Darwin’s lack of a
sound theory of heredity, and indeed it had even been shown in Darwin’s time that nat-
ural selection would not work if heredity was controlled in the way that, before Mendel,
most biologists thought it was. Before Mendel, most theories of heredity were blending
theories. We can see the distinction in much the same terms as have just been used for
Mendelism (Figure 2.10). Suppose there is a gene A that causes its bearers to grow up
dark green in color, and another gene a that causes its bearers to grow up white. We can
imagine that, as in the real world of Mendelism, so in our imaginary world of blending
heredity, individuals are diploid and have two copies of each “gene.” An individual
could then either inherit an AA genotype from its parents and have a dark green pheno-
type, or inherit an aa genotype and have a white phenotype, or an Aa genotype and
have a light green phenotype. (Thus in the Mendelian version of the system, we should
say there is no dominance between the A and a genes.)

The interesting individuals for this argument are the ones that have inherited an Aa
genotype and have grown up to be light green. They could have been produced in a
cross of a dark green and a white parent: then the offspring will be light green whether
inheritance is Mendelian (with no dominance) or blending. But now consider the next
generation. Under Mendelian heredity, the light green Aa heterozygote passes on intact
to its offspring the A and a genes it had inherited from its father and mother. Under
blending heredity, the same is not true. An individual does not pass on the same genes
as it inherited. If an individual inherited an A and an a gene, the two would physically
blend in some way to form a new sort of gene (let us call it A”) that causes light green
coloration. And instead of producing 50% A gametes and 50% g, it would then produce
all A” gametes. This makes a difference in the second generation. Whereas in Mendelian
heredity, the dark green and white colors segregate out again in a cross between two
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heterozygotes, in the analogous cross with blending heredity they do not — all the
grandchildren are light green (see Figure 2.10).

Mendelism is an atomistic theory of heredity. Not only are there discrete genes that
encode discrete proteins, but the genes are also preserved during development and
passed on unaltered to the next generation. In a blending mechanism, the “genes” are
not preserved. The genes that an individual inherits from its parents are physically lost,
as the two parental sets are blended together. In Mendelism, it is perfectly possible for
the phenotypes of the parents to be blended in the offspring (as they are in the initial
AA X aa cross in Figure 2.10), but the genes do not blend. Indeed, the phenotypes of real
mothers and fathers often do blend in their offspring, and it was because they do that
most students of heredity before Mendel thought that inheritance must be controlled
by some blending mechanism. However, the case of heterozygotes that are inter-
mediate between the two homozygotes (i.e., no dominance) shows that the blending
of phenotypes need not mean blending of genotypes. In fact, the underlying genes are
preserved.

One way of expressing the importance of Mendelism for Darwin’s theory is to say
that it efficiently preserves genetic variation. In blending inheritance, variation is
rapidly lost as extreme types mate together and their various “genes” are blended out of
existence into some general mean form. In Mendelian inheritance, variation is pre-
served because the extreme genetic types (even if disguised in heterozygotes) are passed
down from generation to generation.

Why does this preservation of genes matter for Darwinism? Our full discussion of
natural selection comes in later chapters, and some readers may prefer to return to this
point after they have read about natural selection in more detail; but even with only the
elementary account of natural selection in Chapter 1, it is possible to understand why
Darwin, so to speak, needed Mendel. Figure 2.11 illustrates the argument.

Suppose that a population of individuals is white in color, and has the aa genotype,
and heredity blends (in the manner of Figure 2.10). For some reason, it is advantageous
for individuals in this population to be dark green in color: dark green individuals
would survive better and leave more offspring. Moreover, it is better to be a bit green
(i.e., light green) than to be white. Suppose now that a single new light green individual
somehow crops up by mutation, and it has an Aa genotype. This Aa individual will
survive better than its aa fellow members of the population and will produce more off-
spring. However, the advantageous gene cannot last long with blending. In the first
generation it produces A” gametes; these combine with a gametes (because every one
else in the population is white) and produce A’a offspring. We can suppose these indi-
viduals are a bit lighter green in color than the original Aa mutant; they still have an
advantage, but it is lower.

The A’a individual’s genes in turn blend, such that all its gametes will have an A”
gene. When that unites with an a gamete (because still almost everyone else is white) an
A”a offspring results, which is even lighter green in color. It is only a matter of time and
the original favorable mutation will be blended almost out of existence (Figure 2.11a).
The best result possible would be a population that was very slightly less white than it
was to begin with. A population of dark green individuals cannot be produced from the
original mutation. That original mutation, which potentially was able to produce dark
green individuals, will cease to exist after one generation. This objection to the theory



Figure 2.11

Two populations with 10
individuals each (real
populations would have many
more members), one with
blending heredity and the
other with Mendelian heredity.
(a) Under blending heredity, a
rare new advantageous gene is
soon blended away. (b) Under
Mendelian heredity, a rare new
favorable gene can increase in
frequency and eventually
become established in the
population. See text for
explanation.
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of natural selection was known to Darwin. Darwin was very worried by it and never did
find a wholly satisfactory way round it.

Mendelism was what he needed. In the example just given, the original light green
mutation will be in an Aa heterozygote, and fully half its offspring will be light green
like it — because they are also Aa heterozygotes. There is ample time for natural selec-
tion to increase the proportion of light green individuals, and eventually there would be
enough of them for there to be a chance that two will mate together and produce some
AA homozygotes among their offspring. A population of dark green AA individuals
can now theoretically be produced (Figure 2.11b). Thus natural selection is a powerful
process with Mendelian heredity, because Mendelian genes are preserved over time;
whereas it is at best a weak process with blending inheritance, because potentially
favorable genes are diluted before they can be established.

duals, of given genotypes, mate

oportions of genotypes in their off-

r in predictable Mendelian ratios. The

s depend on the genotypes in the cross.

rent genes are preserved over the generations

er Mendelian heredity, and this enables natural

election to operate. Before Darwin, it was generally
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hereditary materials blended in an individual rather

than being preserved. If heredity did blend, natural

selection would be much less powerful than under
Mendelian heredity.

Further reading

Any genetics text, such as Lewin (2000), Griffiths ef al. (2000), or Weaver & Hedrick
(1997), explains the subject in detail. I include an account of mutation rate measure-
ments in a popular book (Ridley 2001); see also the reviews referred to in Chapter 12
below. The classic statement of why Darwinism requires Mendelism, and does not
work with blending heredity, is in the first chapter of Fisher (1930), which was reprinted,
editorially reduced, in Ridley (1997). Graveley (2001) explains alternative splicing.
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The Evidence for Evolution
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3.1

We distinguish three possible theories of the history
of life

Life could have had various kinds of
history

Figure 3.1

Three theories of the history

of life: (a) evolution,

(b) transformism, and (c—e)
creationism. (a) In evolution,
all species have a common
origin, and they may change
through time. (b) In
transformism, species have
separate origins, but they may
change. (c—e) In separate
creation, species have separate
origins and do not change; each
are different versions of the
theory of separate creation that
might be proposed to explain
extinct fossil forms, and they do
not differ in their two essential
features (species have separate
origins and do not change).
Each line represents a species in
time. If the line moves up
vertically the species is constant,
if it deviates to the left or right
the species is changing in form.

In this chapter, we shall be asking whether, according to the scientific evidence, one
species has evolved into another in the past, or whether each species had a separate
origin and has remained fixed in form ever since that origin. For purposes of argument,
it is useful to have some articulate alternatives to argue between. We can discuss three
theories (Figure 3.1): (a) evolution; (b) “transformism,” in which species do change,
but there have been as many origins of species as there have been species; and (¢) separ-
ate creation, in which species originated separately and remain fixed. The chapter will
therefore look at evidence for two evolutionary claims. One is that species have
changed in Darwin’s sense of “descent with modification.” The other is that all species
share a common ancestor — that the change has been through a tree-like history.

Whether species have separate origins, and whether they change after their origin,
are two distinct questions; some kinds of evidence, therefore, may bear upon one of
question but not the other. At this stage, we need not have any particular mechanism in
mind to explain either how species spring into existence so easily in the theories of
transformism and separate creation (Figure 3.1b—e), or how they change in form in the
theories of evolution and transformism (Figure 3.1a,b). We merely suppose it could
happen by some natural mechanism, and ask which of the three patterns is supported
by the evidence.

We shall consider a number of lines of biological evidence. We do so because people
differ in what they see as the main objection to the idea of evolution, and different kinds
of evidence, or argument, are persuasive for different people. For instance, someone
who had not thought about the matter before might suppose that the world has always
been much like it is now, because the plants and animals do not seem to change much
from year to year in their yard — or their neighbor’s yard for that matter. For them, the
mere demonstration of bizarre extinct animals, like dinosaurs or the animals of the
Burgess Shale, would suggest that the world has not always been the same, and might
make them open to the idea of evolution.

The existence of fossil species unlike anything alive today, however, does not dis-
tinguish between the three theories of life in Figure 3.1. An extinct species could just
as well have been separately created as any modern species. The theory of separate
creation can easily be modified to account for extinct forms. Either there was one
period in which all species separately originated and some have subsequently gone
extinct (Figure 3.1d) or there were rounds of extinction followed by rounds of creation

@ ®) (c) 0) @
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(Figure 3.1e). All three versions of separate creation (Figure 3.1c—e) share the key fea-
tures that species have separate origins and do not change in form after their origin. As
it happens, some early paleontologists, who worked before the theory of evolution
had been accepted, were well aware how different past faunas were from the present.
They suggested that the history of life looked rather like the pattern in Figure 3.1e. The
history of life was thought of as a succession of rounds of extinction followed by the
creation of new species.

We concentrate here on evidence that can be used to test between the three theories
in Figure 3.1. We begin with straightforward observation, on the small scale. If some-
one doubts that species can change at all, this evidence will be useful. Other people
allow that change happens on the small scale, and doubt that it can accumulate to pro-
duce large-scale change, such as a new species, or a new major group like the mammals.
We work out from small-scale change to see how the case for larger scale evolutionary
change can be made.

On a small scale, evolution can be observed in action

The virus — human immunodeficiency virus (HIV) — that causes AIDS uses RNA as its
hereditary material. It reproduces by having a DNA copy made of its RNA, inside a
human cell. The normal transcription machinery of the cell will then run off multiple
copies of the RNA version of the virus. Most of the reproductive process is performed
by enzymes supplied by the host cell, but the virus supplies the enzyme called reverse
transcriptase that makes the DNA version of the virus from the RNA version. Reverse
transcriptase is not normally present in human cells, because humans do not normally
convert RNA into DNA. The reverse transcriptase is a favorite target for anti-HIV
drugs. If reverse transcriptase can be inactivated by a drug, the virus is stopped from
reproducing without any damaging side effects on the cell.

Many drugs have been developed against reverse transcriptase. One large class of
these drugs consists of nucleoside inhibitors. (A nucleoside is a nucleotide without the
phosphate; it is a base plus a sugar, either ribose or deoxyribose.) The drug 3TC, for
example, is a molecule similar to the nucleotide cytosine (symbolized by C), the normal
constituent of DNA. The reverse transcriptase of drug-susceptible HIV will incorpor-
ate 3TC instead of C into a growing DNA chain. The 3TC then inhibits future reproduc-
tion, and thus prevents the HIV from copying itself.

A paper by Schuurman et al. (1995) describes what happens when human AIDS
patients are treated with 3TC. Initially the HIV population in the human body
decreases by a huge amount. But then, within days, 3TC-resistant strains of HIV start to
be detected. The drug-resistant HIV then increases in frequency. In eight of 10 patients,
drug-resistant strains had increased to 100% of the viral population in the patient’s
body within 3 weeks of the start of the drug treatment (it took 7 and 12 weeks in the
other two patients). The change, from a viral population that was susceptible to 3TC to
aviral population that was resistant to 3TC, is an example of evolution by natural selec-
tion. The evolution takes place within a single human body, and is exceptionally rapid
relative to most examples of evolution. But the process observable over a few weeks in
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Figure 3.2

Evolution of drug resistance in
HIV. 3TC s a nucleoside
inhibitor and it resembles C.
(a) Drug-susceptible reverse
transcriptase binds both
3TCand C. When 3TC is
incorporated into a growing
DNA chain, it inhibits further
replication. (b) Drug resistance
is achieved by the evolution of
reverse transcriptase that binds
only C,and not 3TC.
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an AIDS patient is a microcosm of the process that has caused much of the diversity of
life on Earth.

The evolution of drug resistance can be followed at the molecular level. The change
from 3TC-susceptible HIV to 3TC-resistant HIV is achieved by a change in one codon
in the gene that codes for reverse transcriptase. The amino acid methionine is changed
to one of three other amino acids. The methionine is in a part of the reverse transcrip-
tase that interacts with the nucleosides. Probably what is happening is that the normal
reverse transcriptase is a relatively undiscriminating enzyme that does not distinguish
between C and 3TC. The change makes the enzyme more discriminating, such that it
binds C but does not bind 3TC. The virus can then reproduce in the presence of 3TC
(Figure 3.2). The superior discrimination is paid for by slower reproduction, and the
3TC-resistant version of HIV is therefore at a disadvantage when the drug is not pre-
sent. In the presence of the drug it is adaptive for HIV to reproduce slowly but carefully.
In the absence of the drug it is adaptive to reproduce faster, and in a molecularly care-
free manner.

Drug resistance in HIV is one of many examples in which evolution has been
observed on a small scale. In other examples, evolutionary change has been detected in
periods of years rather than days. In Section 5.7 (p. 108) we look at the famous example
of evolution in the peppered moth (Biston betularia). In Section 9.1 (p. 223) we look at
changes in the average beak size of a population of a finch species in the Galdpagos
islands. In Section 13.4.1 (p. 359) we look at geographic variation in the house sparrow
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(Passer domesticus) in North America. This is another example of evolution on a
human timescale. The differences between sparrows in California (where they are
smaller, with a wing length averaging 2.96 in (76 mm)) and in Canada (where they are
larger, with a wing length averaging 3.08 in (79 mm)) have all evolved from a colony of
sparrows that was introduced to Brooklyn, New York, in 1852. The differences had
evolved at least by the 1940s, which means that they evolved in less than 100 genera-
tions (Johnston & Selander 1971). Most species do not evolve as fast as North American
house sparrows, British peppered moths, or HIV in countries where drug treatment is
affordable, but all these examples are useful to illustrate that evolution is an observable
fact.

Evolution can also be produced experimentally

Artificial selection produces
evolutionary change

Frequency

Frequency

(a) Generation 1

In a typical artificial selection experiment, a new generation is formed by allowing only
a selected minority of the current generation to breed (Figure 3.3). The population in
almost all cases will respond: the average in the next generation will have moved in the
selected direction. The procedure is routinely used in agriculture — artificial selection
has, for example, been used to alter the numbers of eggs laid by hens, the meat proper-
ties of bullocks, and the milk yield of cows. We shall meet several more examples of
artificial experiments later (Section 9.7, p. 236), but we can look at a curiosity here for
purposes of illustration (Figure 3.4). In an experiment, rats were selected for increased
or decreased susceptibility to dental caries on a controlled diet. As the graph shows, the
rats could be successfully selected to grow better or worse teeth. Evolutionary change
can therefore be generated artificially.

Next generation
bred from
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(b) Generation 2
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Figure 3.3

An artificial selection experiment. Generation 2 is formed by
breeding from a selected minority (shaded area) of the members
of generation 1. Here, for example, we imagine a population of

Av. Av.

cows and selectively breed for high milk yield. In nearly all cases,

gen. 1 gen.2 the average in the second generation changes from the first in the

Milk yield

selected direction.
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Artificial selection can produce dramatic change, if continued for long enough. A
kind of artificial selection, for example, has generated almost all our agricultural crops
and domestic pets. No doubt the artificial selection in these cases — begun thousands of
years ago in some cases — employed less formal techniques than would a modern
breeder. However, the longer timespan has led to some striking results. Darwin (1859)
was impressed by the varieties of domestic pigeons, and chapter 1 of On the Origin of
Species begins with a discussion of those birds. The point here of these, and similar,
examples is to illustrate further how, on a small scale, species can be shown experi-
mentally not to be fixed in form.

Interbreeding and phenotypic similarity provide two
concepts of species

Living creatures are classified into
species, and higher taxa

We are now close to the stage in the argument when we can consider evidence for the
evolution of new species. Most of the evidence so far has been for small-scale change
within a species. The amounts of artificially selected change in pigeons and other
domestic animals borders on the species level, but to decide whether the species barrier
has been crossed we need a concept of what a biological species is.

All living creatures are classified into a Linnaean hierarchy. The species is the lowest
important level in the hierarchy. Species, in turn, are grouped into genera, genera into
families, and so on up through a series of levels. Figure 3.5 gives a fairly complete
Linnaean classification of the wolf, as an example. If all life has descended from a single
common ancestor, evolution must be capable of producing new groups at all levels in
the hierarchy, from species to kingdom. We shall be looking at the evidence in the rest
of this chapter. Here, however, we are at the species stage. What does it mean to say a
new species has evolved?

The question unfortunately lacks a simple answer that would satisfy all biologists.
We shall discuss the topic fully in Chapter 13, and we shall see that there are several
concepts of species. What we can do here is to take two of the most important species
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Kingdom Animalia
Phylum Chordata
Subphylum Vertebrata
Class Mammalia
Order Carnivora
Figure 3.5
Family Canidae Each species in a biological classification is a member of a group
at each of a succession of more inclusive hierarchical levels. The
Genus Canis figure gives a fairly complete classification of the gray wolf Canis
lupus. This way of classifying living things was invented by the
Species C. lupus eighteenth-century Swedish biologist who wrote under the
latinized name Carolus Linnaeus.
concepts and see for each what the evidence for the evolution of new species is. In argu-
ing for evolution, we do not have to say what a species is. If someone says, what’s the
evidence that evolution can produce a new species, we can reply “you tell me what you
mean by species, and I'll tell you the evidence.”
Species can be defined by One important species concept is reproductive, and defines a species as a set of

interbreeding, . . .

... or by similarity of appearance

organisms that interbreed among themselves but do not breed with members of other
species. Humans (Homo sapiens) are a separate reproductive species from the common
chimpanzee (Pan troglodytes): any human can interbreed with any other human (of
appropriate sex), but not with a chimp.

The second important concept uses phenotypic appearance: it defines a species as a
set of organisms that are sufficiently similar to one another and sufficiently different
from members of other species. This is a less objective definition than the reproductive
definition — it is clear whether the members of two population interbreed or not, but
it is less clear whether the two are sufficiently different to count as two phenotypic
species. The final answer often lies with an expert who has studied the forms in ques-
tion for years and has acquired a good knowledge of the difference between species;
formal methods of answering the question also exist. However, for relatively familiar
animals we all have an intuitive phenotypic species concept. Again, humans and
common chimpanzees belong to different species, and they are clearly distinct in
phenotypic appearance. Common suburban birds, such as robins, mockingbirds, and
starlings are separate species, and can be seen to have distinct coloration. Thus, without
attempting a general and exact answer to the question of how different two organisms
must be to belong to separate species, we can see that phenotypic appearance might
provide another species concept in addition to reproduction.

Because some biologists reject one or other concept, we should look at the evidence
for the evolution of new species according to both concepts. As we move up the
Linnaean hierarchy, to categories above the species level, the members of a group
become less and less similar. Two members of the same species, such as two wolves, are
more similar than are two members of the same genus but different species, such as a



50 | PART 1/ Introduction

wolf and a silver-backed jackal (Canis mesolemas); and two members of the same class
(Mammalia) can be as different as a bat, a dolphin, and a giraffe.

Artificial selection has produced What degree of difference, in these taxonomic terms, has been produced by artificial
larger differences than between selection in domestic animals? All domestic pigeons can interbreed, and are members
natural species of the same species in a reproductive sense. The answer is different for their phenotypic

appearance. Museum experts often have to classify birds from dead specimens, of
unknown reproductive habits, and they make use of phenotypic characters of the
bones, beak, and feathers. Darwin kept many varieties of pigeons, and in April 1856,
when Lyell came for a visit, Darwin was able to show him how the 15 pigeon varieties
he had at the time differed enough to make “three good genera and about fifteen
species according to the received mode of species and genera-making of the best
ornithologists.”

The variety of dogs (Canis familiaris) is comparable. To most human observers, the
difference between extreme forms, such as a pekinese and a St Bernard, is much greater
than that between two species in nature, such as a wolf and a jackal, or even two species
in different genera, such as a wolf and an African hunting dog (Lycaon pictus).
However, most domestic dogs are interfertile and belong to the same species in a repro-
ductive sense. The evidence from domestic animals suggests that artificial selection can
produce extensive change in phenotypic appearance — enough to produce new species
and even new genera — but has not produced much evidence for new reproductive
species. We shall come to evidence for the evolution of new reproductive species in a
later section.

3.5 Ring "species” show that variation within a species can
be extensive enough to produce a new species

At any one time and place, there do appear to be an array of distinct species in nature.

Two Californian salamanders For example, a naturalist in southern California might have noticed two forms of the
interbreed in some places . . . salamander Ensatina. One form, the species Ensatina klauberi, is strongly blotched in
color whereas the other, the species E. eschscholtzii, is more uniformly and lightly pig-

mented. It had been suspected since the work of Stebbins in the 1940s that they were

two good species in the sense that they are distinct forms that do not interbreed where

they coexist. For one site, 4,600 feet (1400 m) up the Cuyamaca Mountains, San Diego

County, Wake ef al. (1986) confirmed that the two are indeed behaving as separate

... butnotin others species. At that site, called Camp Wolahi, the two species coexist; but no hybrid forms
between them were found, and the genetic differences between the two species there

suggested they had not interbred in the recent past. Salamander naturalists who visited

Camp Wolahi would have no doubt they were looking at two ordinary, different species.

However, if those naturalists looked further for the two salamander species in other

areas of southern California, the two species do not seem to be as distinct as at Camp

Wolahi. Wake et al. sampled the salamanders from three more sites nearby, and at all of

them a small proportion (up to 8%) of individuals in the sample were hybrids between

E. eschscholtzii and E. klauberi. The picture becomes clearer as we expand the geo-

graphic scale. The salamanders can be traced westward from Camp Wolahi to the coast,
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and northward up the mountain range (see Plate 1, opposite p. 68). However, in either
direction, only one of the salamanders is present. Along the coast there is the lightly
pigmented, unblotched form E. eschscholtzii, while inland there is the blotched
E. klauberi. The forms can be traced up to northern California, but they vary in form
toward the north; the various forms have been given a series of taxonomic names,
as can be seen in Plate 1. They meet again in northern California and Oregon, but
here only one form is found; the eastern and western forms have apparently merged
completely.

The classic interpretation of the salamanders’ geographic pattern is as follows. There
was originally one species, living in the northern part of the present range. The popula-
tion then expanded southwards, and as it did so it split down either side of the central
San Joaquin Valley. The subpopulation on the Pacific side evolved the color pattern
and genetic constitution characteristic of the coastal E. eschscholtzii, while the sub-
population inland evolved the blotches, and the genetic constitution characteristic of
E. klauberi. At various points down California, subpopulations leaked across and met the
other form. At some of these meeting areas the two forms interbreed to some extent,
and hybrids can be found: there, they have not evolved apart enough to be separate
reproductive species. But by the southern tip of California, the two lines of population
have evolved far enough apart that when they meet, such as at Camp Wolahi, they do
not interbreed: there they are two normal species. Thus the two species at Camp
Wolahi are connected by a continuous set of intermediate populations, looped around
the central valley.

The detailed picture is more complicated, but recent work supports essentially the
same interpretation. One of the complications can be seen in Plate 1, which shows that
the set of populations may not be perfectly continuous: the map shows a gap in the
southeastern part of the ring. Jackman & Wake (1994) showed that the salamander
populations on either side of the gap are genetically no more different than are sala-
manders separated by an equivalent distance elsewhere in the ring. They suggest two
interpretations. One is that salamanders lived in the gap until recently but are now
extinct there; the other is that the blotched Ensatina are there and waiting to be found
“in the rugged San Gabriel Mountains.”

The salamander species E. eschscholtzii and E. klauberi in southern California are an
example (not the only one) of a ring species. A ring species can be imagined in the
abstract as follows. First imagine a species that is geographically distributed more or
less in a straight line in space, say from east to west across America. It could be that the
forms in the east and west are so different that they could not interbreed; but we are
unlikely to know because the two forms do not meet each other. Now imagine taking
the line and bending it into a circle, such that the end-points (formerly in the east and
west) come to overlap in space. It will then be possible to find out whether the two
extremes do interbreed. Either they do or they do not. If they do interbreed then the
geographic distribution of the species will be in the shape of a ring, but it will not be a
“ring species” in the technical sense.

A proper ring species is one in which the extreme forms do not interbreed in the
region of overlap. A ring species has an almost continuous set of intermediates between
two distinct species, and these intermediates happen to be arranged in a ring. At most
points in the ring, there is only one species; but there are two where the the end-points
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Ring species show there is nothing
special about species differences

Natural variation comes in all
degrees

meet. (The statement above that the extremes either do or do not interbreed is too
categorical for real cases, which are typically more complicated. In the salamanders, for
instance, there is hybridization at some sites but not at others in southern California
where the ring closes up. The real situation is then not a simple ring, but can be under-
stood as a ring species, with due allowance for real world complications.)

Ring species can provide important evidence for evolution, because they show that
intraspecific differences can be large enough to produce an interspecies difference. The
differences between species are therefore the same in kind (though not in degree) as the
differences between individuals, and populations, within a species. The argument can
be spelled out more.

Natural variation comes in all degrees. At the smallest level, there are slight differ-
ences between individuals. Populations of a species show rather larger differences, and
species are more different still. In a normal species, whose members are perhaps dis-
tributed in something like the line we imagined above, the extreme forms may be very
different from one another; but we do not know whether they are different enough to
count as separate species in the reproductive sense. A supporter of the theory of separ-
ate creation might then argue that although individuals do vary within a species, never-
theless that variation is too limited ever to give rise to a new species. The origin of new
species is then not a magnified extension of the kind of variation we see within a species.
But in ring species the extremes meet, and we can see that they form two species. It is
then almost impossible to deny that natural variation can, at least sometimes, be large
enough to generate new species. At least some species, therefore, have arisen without
separate creation.

There is a slippery slope from interindividual variation all the way up to the differ-
ence between two species. Small individual differences, we know, arise by the ordinary
processes of reproduction and development: we can see that each individual is not sep-
arately created. By extension, the slightly larger differences between local populations,
are easily seen to arise without separate creation. In the case of the ring species of
salamanders, this process can be seen to extend far enough to produce a new species.
To deny it would require an arbitrary decision about where evolution stopped and
separate creation started.

Suppose, for example, someone claimed that all salamanders to the west of a point
in northern California were separately created as a different species from all those to
the east of it (though he or she allows that the variation within each of the species on
either side of the point arose by ordinary natural evolutionary processes). The claim is
clearly arbitrary and absurd. If evolution has produced the variation between salaman-
ders in northern California and in mid-California on the coast, and between northern
California and mid-California inland, it is absurd to suggest that the populations in the
east and the west of northern California were separately created. The variation between
any two points in the ring is of much the same kind, and the variation across the arbit-
rarily picked point will be just like the variation among two points to the left or right of
it. Ring species show that there is a continuum from interindividual to interspecies
variation. Natural variation is sufficient to break down the idea of a distinct species
boundary.

The same argument, we shall see, can be applied to larger groups than species, and by
extension to all life. The idea that nature comes in discrete groups, with no variation
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between, is a naive perception. If the full range of natural forms, in time and space, is

studied, all the apparent boundaries become fluid.

New, reproductively distinct species can be produced
experimentally

New species have been produced
artificially

The Kew primrose was the first
example

The same mechanism occurs in
nature

The species barrier can be broken by experiment too. The varieties of artificially pro-
duced domestic animals and plants can differ in appearance at least as much as natural
species; but they may be able to interbreed. Dog breeds that differ greatly in size prob-
ably in practice interbreed little, but it is still interesting to know whether we can make
new species that unambiguously do not interbreed. Reduced interbreeding between
two forms can be directly selected for (Section 14.6.3, p. 402).

More extreme, and more abundant, examples of new, reproductively isolated species
come from plants. The typical procedure is as follows. We begin with two distinct, but
related species. The pollen of one is painted on the stigma of the other. If a hybrid off-
spring is generated, it is usually sterile: the two species are reproductively isolated.
However, it may be possible to treat the hybrid in such a way as to make it fertile. The
chemical colchicine can often restore hybrid fertility. It does so by causing the hybrid to
double its number of chromosomes (a condition called polyploidy). Hybrids so pro-
duced may be interfertile with other hybrids like themselves, but not with the parental
species. They are then a new reproductive species. They provide clear evidence that new
species in the reproductive sense can be produced. If we add them to the examples of
dogs and pigeons, we have now seen evidence for the evolution of new species accord-
ing to both the reproductive and the phenotypic species concepts.

The first artificially created hybrid polyploid species was a primrose, Primula
kewensis. It was formed by crossing P. verticillata and P. floribunda. P. kewensis is a
distinct species: a P. kewensis individual will breed with another P. kewensis individual,
but not with members of P. verticillata or P. floribunda. P. verticillata and P. floribunda
have 18 pairs of chromosomes each, and simple hybrids between them also have
18 chromosomes. These hybrids are sterile. P. kewensis has 36 chromosomes and is a
fertile species. The chromosome doubling in this case was not induced artificially, by
colchicine treatment, but occurred spontaneously in a hybrid plant.

Hybridization, followed by the artificial induction of polyploidy, is now a common
method of producing new agricultural and horticultural varieties. Most garden variet-
ies of irises, tulips, and dahlias, for example, are artificially created species. But their
numbers are dwarfed by the huge numbers of artificial hybrid species of orchids, which
it has been estimated are being formed at the rate of about 300 per month. Polyploid
hybridization is also important in natural plant evolution. Section 14.7 (p. 405) dis-
cusses hybrid speciation in plants further, and we shall meet there the example of
Tragopogon in the Washington-Idaho region. In these plants, two new species have
originated in the past century by natural hybridization and polyploidy.

The most powerful method to show that a natural species originated as a hybrid is to
recreate it from its ancestors, by hybridizing the conjectural parental species experi-
mentally. This was first done for a common European herb, Galeopsis tetrahit, which
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Miintzing in 1930 successfully created by hybridizing G. pubescens and G. speciosa. The
artificially generated G. tetrahit can successfully interbreed with naturally occurring
members of the species. This method is more time consuming than simple chromo-
some counts and has only been used with a small number of species. In conclusion, it is
possible to make new, reproductively isolated species, using a method that has been
highly important in the origin of new natural species.

Small-scale observations can be extrapolated over
the long term

Human observation is too short
term to witness the whole history of
life

But human-scale observations can
be extrapolated

We have now seen that evolution can be observed directly on a small scale. The extreme
forms within a species can be as different as two distinct species, and in nature and
experiments, species will evolve into forms highly different from their starting point. It
would be impossible, however, to observe in the same direct way the whole evolution of
life from its common, single-celled ancestor a few billion years ago. Human experience
is too brief. As we extend the argument from small-scale observations, like those
described in HIV, dogs, and salamanders, to the history of all life we must shift from
observation to inference. It is possible to imagine, by extrapolation, that if the small-
scale processes we have seen were continued over a long enough period they could have
produced the modern variety of life. The reasoning principle here is called uniform-
itarianism. In a modest sense, uniformitarianism means merely that processes seen by
humans to operate could also have operated when humans were not watching; but
it also refers to the more controversial claim that processes operating in the present
can account, by extrapolation over long periods, for the evolution of Earth and life.
For instance, the long-term persistence of the processes we have seen in moths and
salamanders could result in the evolution of life. This principle is not peculiar to
evolution. It is used in all historic geology. When the persistent action of river erosion
is used to explain the excavation of deep canyons, the reasoning principle again is
uniformitarianism.

Differences, it may be argued, can be of kind as well as degree. For instance, many
creationists believe that evolution can operate within a species, but cannot produce a
new species. Their reason is a belief that species differences are not simply a magnified
version of the differences we see between individuals. As a matter of fact, this particular
argument is false. For the salamanders (Ensatina) in California, we saw the smooth con-
tinuum of increasing difference, from the variation between individual salamanders in
a region, to interregional variation, to speciation. Someone who permits uniformitar-
ian extrapolation only up to a certain point in this continuum will inevitably be making
an arbitrary decision. The differences immediately above and below the point will be
just like the differences across it.

Analogous arguments to the one about species are sometimes made for higher taxo-
nomic levels. It may be said, for example, that evolution is only possible within defined
“types” (a type might be something like “dogs” or “cats,” or even “birds” or “mam-
mals”). But the evolutionist will advance the same counterargument as for species.
Nature only appears to be divided up into discrete types at any one time and place.
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Further study erodes the impression away. The fossil record contains a continuous
set of intermediates between the mammals and reptiles, and these fossils destroy the
impression that “mammals” are a discrete type (Section 18.6.2, p. 542). Archaeopteryx
does the same for the bird type, and there are many further examples. In any case, if
someone tries to argue that differences of kind arise at a certain level in the taxonomic
hierarchy, they will be faced with these sorts of counterexample. If we draw on enough
specimens from time and space, a strong argument can be made that organic variation
is continuous, from the smallest difference between a pair of twins through to the
whole history of life.

The argument for evolution does not have to rely only on small-scale observations
and the principle of uniformitarianism. Other kinds of evidence also suggest that living
things are descended from a common ancestor. The evidence comes from certain sim-
ilarities between species, and from the fossil record.

Groups of living things have homologous similarities

Living creatures show similarities
that would not be expected if they
had independent origins

If we take any two living species, they will show some similarities in appearance. Here,
we need to distinguish two sorts of similarity: homologous and analogous similarity.' An
analogous similarity, in this non-evolutionary, pre-Darwinian sense, is one that can be
explained by a shared way of life. Sharks, dolphins, and whales all have a hydrodynamic
shape which can be explained by their habit of swimming through water. Their similar
shape is analogous; it is a functional requirement. Likewise, the wings of insects, birds,
and bats are all needed for flying: they too are analogous structures.

Other similarities between species are less easily explained by functional needs. The
pentadactyl (five digit) limb of tetrapods is a classic example (Figure 3.6). (Tetrapods
are the group of vertebrates with four legs. Amphibians, reptiles, birds, and mammals
are tetrapods; fish are not.) Tetrapods occupy a wide variety of environments, and use
their limbs for many differing functions. There is no clear functional or environmental
reason why all of them should need a five-digit, rather than a three- or seven- or 12-
digit limb. And yet they all do; or, rather, all modern tetrapods do — fossil tetrapods are
known from the time in the Devonian when tetrapods were evolving from fish that
have six-, seven-, and eight-digited limbs (see Figure 18.1, p. 526, for geological periods
such as the Devonian). Some modern tetrapods, in the adult form, do not appear to
have five-digit limbs (Figure 3.6). The wings of birds and bats are in different ways sup-
ported by less than five digits, and the limbs of horses and of some lizards also have less
than five digits. However, all these limbs develop embryologically from five-digited
precursor stages, showing that they are fundamentally pentadactyl. Even the boneless
hind fin of the whale conceals the vestiges of the characteristic tetrapod five-digit
pattern. In Darwin’s (1859) words,

! Inthis chapter, the term ‘homology’ has a non-evolutionary meaning, which was common before Darwin’s

time. It should not be confused with the evolutionary meaning (Section 15.3, p. 427). The non-evolutionary
usage is needed here in order to avoid a circular argument: evolutionary concepts cannot be used as evidence
for evolution.



56 | PART 1/ Introduction

Figure 3.6

All modern tetrapods have a
basic pentadactyl (five digit)
limb structure. The forelimbs of
a bird, human, whale, and bat
are all constructed from the
same bones even though they
perform different functions.
Adapted with permission from
Strickberger (1990). © 1990
Boston: Jones & Bartlett
Publishers.

What could be more curious than that the hand of man formed for grasping, that of a
mole, for digging, the leg of a horse, the paddle of a porpoise and the wing of a bat, should
all be constructed on the same pattern and should include similar bones and in the same
relative positions?

The pentadactyl limb is a homology in the pre-Darwinian sense: it is a similarity
between species that is not functionally necessary. Pre-Darwinian morphologists
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thought that homologies indicate a “plan of nature,” in some more or less mystical
sense. For evolutionary biologists, they are evidence of common ancestry. The evolu-
tionary explanation of the pentadactyl limb is simply that all the tetrapods have
descended from a common ancestor that had a pentadactyl limb and, during evolution,
it has turned out to be easier to evolve variations on the five-digit theme, than to
recompose the limb structure. If species have descended from common ancestors,
homologies make sense; but if all species originated separately, it is difficult to under-
stand why they should share homologous similarities. Without evolution, there is
nothing forcing the tetrapods all to have pentadactyl limbs.

The pentadactyl limb is a morphological homology. It has a wide distribution, being
found in all tetrapods; but at the molecular level there are homologies that have the
widest distribution possible: they are found in all life. The genetic code is an example
(Table 2.1, p. 26). The translation between base triplets in the DNA and amino acids in
proteins is universal to all life, as can be confirmed, for instance, by isolating the mRNA
for hemoglobin from a rabbit and injecting it into the bacterium Escherichia coli. E. coli
do not normally make hemoglobin, but when injected with the mRNA they make
rabbit hemoglobin. The machinery for decoding the message must therefore be com-
mon to rabbits and E. coli; and if it is common to them it is a reasonable inference that
all living things have the same code. (Recombinant DNA technology is built on the
assumption of a universal code.) Minor variants of the code, which have been found in
mitochondria and in the nuclear DNA of a few species, do not affect the argument to be
developed here.

Why should the code be universal? Two explanations are possible: that the univer-
sality results from a chemical constraint, or that the code is a historic accident.

In the chemical theory, each particular triplet would have some chemical affinity
with its amino acid. GGC, for example, would react with glycine in some way that
matched the two together. Several lines of evidence suggest this is wrong. One is that no
such chemical relation has been found (and not for want of looking), and it is generally
thought that one does not exist. Secondly, the triplet and the amino acid do not physic-
ally interact in the translation of the code. They are both held on a tRNA molecule, but
the amino acid is attached at one end of the molecule, while the site that recognizes the
codon on the mRNA is at the other end (Figure 3.7).

Finally, certain mutations can change the relation between the triplet code and amino
acid (Figure 3.8). These mutations suppress the action of another class of mutants.
Some of the triplets in the genetic code are “stop” codons: they act as a signal that the
protein has come to an end. If a triplet within a coding region mutates to a stop codon,
the protein is not made. Examples of these mutations are well known in bacterial gen-
etics, and a mutation to the stop codon UAG, for example, is called an amber mutation.
Now, once a bacterial culture with an amber mutation has been formed, it is sometimes
possible to find other mutations that suppress the amber mutation: these mutants are
normal, or near normal, bacteria. It turns out that the amber-suppressing mutants
work by changing the coding triplet on a class of amino acid-bearing tRNA to make it
bind to UAG. The UAG codon then encodes an amino acid rather than causing tran-
scription to stop. The fact that the relation between amino acid and codon can be
changed in this way shows that the same genetic code has not been forced on all species
by some unalterable chemical constraint.



58 | PART 1/ Introduction

ADH 3' (Amino acid-
C binding site)
C
A

5'pG— C

—
Anticodon

(a) Wild type (b) Amber mutant

Figure 3.7

Transfer RNA molecule. The amino acid is held at the other end
of the molecule from the anticodon loop where the triplet code of
the mRNA molecule is read.
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Mutations that suppress amber mutations suggest that the
genetic code is chemically alterable. For example, (a) the
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mutates to the stop codon UAG (this is called an amber
mutation). (c) A tRNA for tyrosine mutates from AUG to AUC
(which recognizes UAG) and suppresses the amber mutation
by inserting a tyrosine.

If the genetic code is not chemically determined, why is it the same in all species? The
most popular theory is as follows. The code is arbitrary, in the same sense that human
language is arbitrary. In English the word for a horse is “horse,” in Spanish it is
“caballo,” in French it is “cheval,” in Ancient Rome it was “equus.” There is no reason
why one particular sequence of letters rather than another should signify that familiar
perissodactylic mammal. Therefore, if we find more than one people using the same
word, it implies they have both learned it from a common source. It implies common
ancestry. When the starship Enterprise boldly descends on one of those extragalactic
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planets where the aliens speak English, the correct inference is that the locals share a
common ancestry with one of the English-speaking peoples of the Earth. If they had
evolved independently, they would not be using English.

All living species use a common, but equally arbitrary, language in the genetic code.
The reason is thought to be that the code evolved early on in the history of life, and one
early form turned out to be the common ancestor of all later species. (Notice that say-
ing all life shares a common ancestor is not the same as saying life evolved only once.)
The code is then what Crick (1968) called a “frozen accident.” That is, the original cod-
ing relationships were accidental, but once the code had evolved, it would be strongly
maintained. Any deviation from the code would be lethal. An individual that read GGC
as phenylalanine instead of glycine, for example, would bungle all its proteins, and
probably die at the egg stage.

The universality of the genetic code is important evidence that all life shares a single
origin. In Darwin’s time, morphological homologies like the pentadactyl limb were
known; but these are shared between fairly limited groups of species (like all the
tetrapods). Cuvier (Section 1.3.1, p. 8) had arranged all animals into four large groups
according to their homologies. For this reason, Darwin suggested that living species
may have a limited number of common ancestors, rather than just one. Molecular
homologies, such as the genetic code, now provide the best evidence that all life has a
single common ancestor.

Homologous similarities between species provide the most widespread class of
evidence that living and fossil species have evolved from a common ancestor. The
anatomy, biochemistry, and embryonic development of each species contains innu-
merable characters like the pentadactyl limb and the genetic code — characters that are
similar between species, but would not be if the species had independent origins.
Homologies, however, are usually more persuasive for an educated biologist than for
someone seeking immediately intelligible evidence for evolution. The most obvious
evidence for evolution is that from direct observation of change. No one will have any
difficulty in seeing how the examples of evolution in action, from moths and artificial
selection, suggest that species are not fixed in form. The argument from homology is
inferential, and more demanding. You have to understand some functional morpho-
logy, or molecular biology, to appreciate that tetrapods would not share the pentadactyl
limb, or all species the genetic code, if they originated independently.

But some homologies are immediately persuasive, such as vestigial organs, in which
the shared form appears to be positively inefficient. If we stay with the vertebrate limb,
but move in from its extremities to the junction where it joins the spine, we find
another set of bones — at the pectoral and pelvic articulations — that are recognizably
homologous in all tetrapods. In most species, these bones are needed in order for the
limb to be able to move. But in a few species the limbs have been lost (Figure 3.9).
Modern whales, for instance, do not have hindlimbs with bony supports. If we dissect a
whale, we find at the appropriate place down the spine a set of bones that are clearly
homologous with the pelvis of any other tetrapod. They are vestigial in the sense that
they are no longer used to provide articulation for the hindlimb. Their retention sug-
gests that whales evolved from tetrapods rather than being independently created.
Modern snakes also have vestigial hindlimbs, though the bones that have been retained
in vestigial form differ from those in whales.
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Figure 3.9

Whales have a vestigial pelvic
girdle, even though they do not
have bony hindlimbs. The
pelvic bones are homologous
with those of other tetrapods.
Snakes have vestigial hindlimb
bones, homologous with those
of other tetrapods — but snakes
do not use them for
locomotion.

Vestigial organs are further
examples of homology

Whale Ischium

Pelvis

Snake
Skeletal structure External surface
Termination
of hindlimbs
Rudimentary
hindlimbs

An organ that is described as vestigial may not be functionless. Some vestigial organs
may be truly functionless, but it is always difficult to confirm universal negative state-
ments. Fossil whales called Basilosaurus, living 40 million years ago, had functional
pelvic bones (Gingerich et al. 1990) and may have used them when copulating; and the
vestigial pelvis of modern whales arguably is still needed to support the reproductive
organs. However, that possibility does not count against the argument from homology:
why, if whales originated independently of other tetrapods, should whales use bones
that are adapted for limb articulation in order to support their reproductive organs? If
they were truly independent, some other support would likely be used.

In homologies like the pentadactyl limb and the genetic code, the similarity between
species is not actively disadvantageous. One form of genetic code would probably be as
good as almost any other, and no species suffers for using the actual genetic code found
in nature. However, some homologies do look positively disadvantageous (Section
10.7.4, p. 281). One of the cranial nerves, as we shall see, goes from the brain to the
larynx via a tube near the heart (Figure 10.12, p. 282). In fish this is a direct route. But
the same nerve in all species follows the same route, and in the giraffe it results in an
absurd detour down and up the neck, so that the giraffe has to grow maybe 1015 feet
(3—4.5 m) more nerve than it would with a direct connection. The recurrent laryngeal
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nerve, as it is called, is surely inefficient. It is easy to explain such an inefficiency if
giraffes have evolved in small stages from a fish-like ancestor. But it is difficult to imag-
ine why giraffes should have such a nerve if they originated independently.

Homologies can be used to argue for evolution in several ways. Darwin was particu-
larly impressed by a biogeographic version of the argument from homology. The
species in one biogeographic area tend to be relatively similar. Species living in different
areas tend to differ more, even if the species occupy a similar ecological niche. Thus,
ecologically different species in one area will share similarities that are lacking between
ecologically similar species in different areas. This suggests the species in any one area
are descended from a common ancestor. The argument works for homologous similar-
ities between species. In the next section we shall see a further way in which homolog-
ous similarities can be used to argue for evolution.

Different homologies are correlated, and can be
hierarchically classified

Some molecular similarities
between species are homologous

Different species share homologies, which suggests they are descended from a com-
mon ancestor. But the argument can be made both stronger and more revealing.
Homologous similarities are the basis of biological classifications (Chapter 16): groups
like “flowering plants,” “primates,” or “cats” are formally defined by homologies. The
reason homologies are used to define groups is that they fall into a nested, or hierar-
chical, pattern of groups within groups; and different homologies consistently fall into
the same pattern.

A molecular study by Penny et al. (1982) illustrates the point, and shows how it
argues for evolution. Different species can be more or less similar in the amino acid
sequences of their protein, just as they can be more or less similar in their morphology.
The pre-Darwinian distinction between analogy and homology is more difficult to
apply to proteins. Our functional understanding of protein sequences is less well
advanced than for morphology, and it can be difficult to specify an amino acid’s func-
tion in the way we can for the pentadactyl limb. Actually, the functions of many protein
sequences are understood, but the chemistry takes a lot of explaining. For the argument
here, it only needs to be accepted that some of the amino acid similarities between
species are not functionally necessary, in the same way that all tetrapods do not have to
have five-digited limbs. There are a large number of amino acids in a protein, so this
need not be controversial. If we accept that some amino acids are homologous in
the pre-Darwinian sense, we can see how their distribution among species suggests
evolution.

Penny et al. (1982) examined protein sequences in a group of 11 species. They used
the pattern of amino acid similarities to work out the “tree” for the species. Some
species have more similar protein sequences than others, and the more similar species
are grouped more closely in the tree (Chapter 15). The observation that suggests evolu-
tion is as follows. We start by working out the tree for one protein. We can then work it
out for another protein, and compare the trees. Penny et al. worked out the tree for the
11 species using each of the five proteins. The key observation was that the trees for all
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similar these trees are for all five proteins, given the large

Penny et al. constructed the best estimate of the phylogenetic
tree for 11 species using five different proteins. The “best
estimate” of the phylogenetic tree is the tree that requires the
smallest number of evolutionary changes in the protein. For
(a) o-hemoglobin, and (b) B-hemoglobin there were six
equally good estimates of the tree for the 11 species. All six trees
in each case require the same number of changes. (c) For
fibrinopeptide A there was one best tree; (d) for fibrinopeptide
B there were eight equally good trees; and (e) for cytochrome ¢
there were six equally good trees. The important point is how

number of possible trees for 11 species. A, ape (Pan troglodytes
or Gorilla gorilla); C, cow (Bos primogenios); D, dog (Canis
familiaris); E, horse (Equus caballus); H, human (Homo
sapiens); K, kangaroo (Macropus conguru); M, mouse (Mus
musculus) or rat (Rattus norvegicus); O, rabbit (Oryctolagus
ainiculus); P, pig (Sus scrufa); R, thesus monkey (Macaca
mulatta); S, sheep (Ovis amnion). Redrawn, by permission of
the publisher, from Penny et al. (1982). © 1982 Macmillan
Magazines Ltd.

Species that are more similar in one
protein are also more similar in
other proteins . . .

five proteins are very similar (Figure 3.10). For 11 species, there are 34,459,425 possible
trees, but the five proteins suggest trees that form a small subclass from this large num-
ber of possible trees.

The similarities and differences in the amino acid sequences of the five proteins are
correlated. If two species have more amino acid homologies for one of the proteins,
they are also likely to for the other proteins. That is why any two species are likely to be
grouped together for any of the five proteins. If the 11 species had independent origins,
there is no reason why their homologies should be correlated. In a group of 11 separ-
ately created species, some would no doubt show more similarities than others for any
particular protein. But why should two species that are similar for, say, cytochrome ¢,
also be similar for -hemoglobin and fibrinopeptide A? The problem is more difficult
than that, because, as Figure 3.10 shows, all five proteins show a similar pattern of
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branching at all levels in the 11-species tree. It is easy to see how a set of independently
created objects might show hierarchical patterns of similarity in any one respect. But
these 11 species have been classified hierarchically for five different proteins, and the
hierarchy in all five cases is similar.

If the species are descended from a common ancestor, the observed pattern is exactly
what we expect. All of the five proteins have been evolving in the same pattern of evolu-
tionary branches, and we therefore expect them to show the same pattern of similar-
ities. The hierarchical pattern of, and correlations among, homologies are evidence
for evolution.

Consider an analogy. Consider a set of 11 buildings, each of which was independ-
ently designed and built. We could classify them into groups according to their similar-
ities; some might be built of stone, others of brick, others of wood; some might have
vaults, others ceilings; some arched windows, others rectangular windows; and so on. It
would be easy to classify them hierarchically with one of these properties, such as build-
ing material. This classification would be analogous, in Penny et al.’s study (1982), to
making the tree of the 11 species for one protein. The same buildings could then be
classified by another property, such as window shape; this is analogous to classifying
the species by a second protein. There would probably be some correlations between
the two classifications of the buildings, because of functional factors. Maybe buildings
with arched windows would be more likely to be built of brick or stone, than of wood.
However, other similarities would just be non-functional, chance associations in the
particular 11 buildings in the sample. Maybe, in this 11, the white-colored buildings
also happened to have garages, whereas the red buildings tended not to. The argument
for evolution concentrates on these inessential, rather than functional, patterns of
similarity.

The analogy of Penny et al.’s result in the case of the buildings would be as follows.
We should classify 11 buildings by five independent sets of characters. We should then
look to see whether the five classifications all grouped the buildings in the same way. If
the buildings were erected independently, there is no reason why they should show
functionally unnecessary correlations. There would be no reason to expect that build-
ings that were similar for, say, window shape, would also be similar with respect to, say,
number of chimney pots, or angle of roof, or the arrangement of chairs indoors.

Of course, some innocent explanation might be found for any such correlations.
(Indeed if correlations were found in a real case, there would have to be some explana-
tion.) Maybe they could all be explained by class of owner, or region, or common
architects. But that is another matter; it is just to say that the buildings were not
really independently created. If they were independently created, it would be very
puzzling if they showed systematic, hierarchical similarity in functionally unrelated
characteristics.

In the case of biological species, we do find this sort of correlation between characters.
Figure 3.10 shows how similar the branching patterns are for five proteins, and the
same conclusion could be drawn from any well researched classification in biology.
Biological classifications, therefore, provide an argument for evolution. If species had
independent origins, we should not expect that, when several different (and function-
ally unrelated) characters were used to classify them, all the characters would produce
strikingly similar classifications.
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Evolution of the diatom Rhizosolenia. The form of the diatom is
32 measured by the height of the hyaline (glass-like) area of the cell
wall. Closed circles indicate forms classified as R. praebergonii,
| | | | | | open circles indicate R. bergonii. Bars indicate the range of forms
34 1.0 2.0 3.0 4.0 5.0 6.0 at each time. Redrawn, by permission of the publisher, from
Height of hyaline area (um) Cronin & Schneider (1990).
3.10 Fossil evidence exists for the transformation of species

The fossil record is complete
enough in some cases to illustrate
continuous evolutionary
transformations

Diatoms are single-celled, photosynthetic organisms that float in the plankton. Many
species grow beautiful glass-like cell walls, and these can be preserved as fossils.
Figure 3.11 illustrates the fossil record for the diatom Rhizosolenia between 3.3 and
1.7 million years ago. About 3 million years ago, a single ancestral species split into two;
and there is a comprehensive fossil record of the change at the time of the split.

The diatoms in Figure 3.11 show that the fossil record can be complete enough to
reveal the origin of a new species; but examples as good as this are rare. In other cases,
the fossil record is less complete and there are large gaps between successive samples
(Section 21.4, p. 602). There is then only less direct evidence of smooth transitions
between species. The gaps are usually long, however (maybe 25,000 years in a good
case, and millions of years in less complete records). There is enough time within one
of the gaps for large evolutionary changes, and no one need be surprised that fossil
samples from either side of a gap in the record show large changes.

In other respects, as we saw at the beginning of the chapter (Section 3.1), the fossil
record provides important evidence for evolution. Against alternatives other than sep-
arate creation and transformism, the fossil record is valuable because it shows that the
living world has not always been like it is now. The existence alone of fossils shows that
there has been some kind of change, though it does not have to have been change in the
sense of descent with modification.



Figure 3.12

(a) Anatomic analysis of
modern forms indicates that
amphibians and reptiles are
evolutionarily intermediate
between fish and mammals.
This order fits with (b) the
geological succession of the
major vertebrate groups. The
width of each group indicates
the diverity of the group at that
time. Redrawn, by permission
of the publisher, from Simpson
(1949).
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3.11 The order of the main groups in the fossil record

suggests they have evolutionary relationships

Groups of animals can be arranged
in a series according to their
similarity

The main subgroups of vertebrates, on a conventional classification, are: fish, amphi-
bians, reptiles, birds, and mammals. It is possible to deduce that their order of evolution
must have been fish then amphibia then reptiles then mammals; and not, for example,
fish then mammals then amphibia then reptiles (Figure 3.12a). The deduction follows
from the observation that an amphibian, such as a frog, or a reptile, such as an alligator,
is intermediate in form between a fish and a mammal. Amphibians, for instance, have
gills as fish do, but have four legs, like reptiles and mammals, and not fins. If fish had
evolved into mammals, and then mammals had evolved into amphibians, the gills
would have been lost in the evolution of mammals and then regained in the evolution
of amphibia. This is much less likely than that amphibia evolved from fish, retaining
their gills, and the gills were then lost in the origin of mammals. (Chapter 15 discusses
these arguments more fully.) Gills and legs are just two examples: the full list of charac-
ters putting amphibians (and reptiles, by analogous arguments) between fish and
mammals would be long indeed. The forms of modern vertebrates alone, therefore,
enable us to deduce the order in which they evolved.?

2 Strictly speaking, on the argument given here, it could also be that mammals came first and evolved into

reptiles, the reptiles evolved into amphibia, and the amphibia into fish. However, we can extend the argument
by including more groups of animals, back to a single-celled stage; the fish would then be revealed in turn as an
intermediate stage between amphibians and simpler animals.
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The groups appear in the same The inference, from the modern forms, can be tested against the fossil record. The

order in the fossil record fossil record supports it: fish, amphibians, reptiles, and mammals, appear in the fossil
record in the same order as they should have evolved (Figure 3.12b). The fit is good
evidence for evolution, because if fish, amphibians, reptiles, and mammals had been
separately created, we should not expect them to appear in the fossil record in the exact
order of their apparent evolution. Fish, frogs, lizards, and rats would probably appear
as fossils in some order, if they did not appear at the same time; but there is no reason to
suppose they would appear in one order rather than another. It is therefore a revealing
coincidence when they turn out to be in the evolutionary order. Similar analyses have
been done with other large and well fossilized groups of animals, such as the echino-
derms, and have found the same result.

Haldane discussed a Precambrian The argument can be stated another way. Haldane once said he would give up his

rabbit belief in evolution if someone found a fossil rabbit in the Precambrian. The reason is
that the rabbit, which is a fully formed mammal, must have evolved through reptilian,
amphibian, and piscine stages and should not therefore appear in the fossil record
100 million years or so before its fossil ancestors. Creationists have appreciated the
power of this argument. Various claims have been made for fossil human footprints
contemporary with dinosaur tracks. Whenever one of these claims has been properly
investigated, it has been exploded: some have turned out to have been carved fraudul-
ently, others were carved as tourist exhibits, others are perfectly good dinosaur foot-
prints. But the principle of the argument is valid. If evolution is correct, humans could
not have existed before the main radiation of mammals and primates, and these took
place after the dinosaurs had gone extinct. The fact that no such human fossils have
been found — that the order of appearance of the main fossil groups matches their
evolutionary order — is the way in which the fossil record provides good evidence for
evolution.

3.12 Summary of the evidence for evolution

Q\/\jym

We have met three main classes of evidence for evolution: from direct observation on

the small scale; from homology; and from the order of the main groups in the fossil
record. The small-scale observations work most powerfully against the idea of species
fixity; by themselves, they are almost equally good evidence for evolution and for
transformism (see Figure 3.1a,b). They show, by uniformitarian extrapolation, that
evolution could have, in theory, produced the whole history of life. Stronger arguments
for large-scale evolution come from classification and the fossil record. The geological
succession of the major groups and most classic morphological homologies strongly
suggest that these large groups have a common ancestor. The more recently discovered
molecular homologies, such as the universal genetic code, extend the argument to the
whole of life — and favor evolution (Figure 3.1a) over both transformism and creation-
ism (Figure 3.1b—e).

Such is the standard argument for evolution. Moreover, the theory of evolution can
also be used to make sense of, and to analyze, a large array of additional facts. As we
study the different areas of evolutionary biology, it is worth keeping the issue of this
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chapter in mind. How, for example, could we explain the molecular clock (Section 7.3,
p. 164) if species have independent origins? Or the difficulties of deciding whether
closely related forms are different species (Chapter 13)? Or the unique branching pat-
tern of chromosomal inversions in the Hawaiian fruitflies (Section 15.14, p. 463)? Or
the way new species of Hawaiian fruitflies tend to be most closely related to species on
neighboring islands (Section 17.6, p. 503).

Creationism offers no explanation of adaptation

Any theory of life has to explain

adaptation

3.14

Another powerful reason why evolutionary biologists reject creationism is that cre-
ationism offers no explanation for adaptation. Living things are well designed, in innu-
merable respects, for life in their natural environments. They have sensory systems to
find their way around, feeding systems to catch and digest food, and nervous systems to
coordinate their actions. The theory of evolution has a mechanical, scientific theory for
adaptation: natural selection.?

Creationism, by contrast, has no explanation for adaptation. When each species
originated, it must have already been equipped with adaptations for life, because the
theory holds that species are fixed in form after their origin. An unabashedly religious
version of creationism would attribute the adaptiveness of living things to the genius of
God. However, even this does not actually explain the origin of the adaptation; it just
pushes the problem back one stage (Section 10.1, p. 256). In the scientific version of
creationism (see Figure 3.1c—e) we are concerned with here, supernatural events do
not take place, and we are left with no theory of adaptation at all. Without a theory of
adaptation, as Darwin realized (Section 1.3.2, p. 10), any theory of the origin of living
things is a non-starter.

Modern “scientific creationism” is scientifically
untenable

That life has evolved is one of the great discoveries in all the history of science, and it is
correspondingly interesting to know the arguments in favor of it. In modern evolution-
ary biology, the question of whether evolution happened is no longer a topic of
research, because the question has been answered; but it is still controversial outside
science. Christian fundamentalists — some of them politically influential — in the USA
have supported various forms of creationism and have been trying since the 1920s,

3 The modern school of “intelligent design” creationism denies that natural selection explains adaptation —

opening up the possibility that some further (supernatural?) force may be operating. Intelligent design crea-
tionists are not concerned to deny evolution, or to argue that species have separate origins and are fixed in
form. They are therefore not included in this chapter. In Chapter 10, we look at how well natural selection
explains adaptation.
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The scientific evidence counts
against creationism

Scientists ignore supernatural
agents

g
g
&
g

Science and religion, properly
understood, can coexist peacefully

sometimes successfully, sometimes unsuccessfully, to intrude them into school biology
curricula.

What relevance do the arguments of this chapter have for these forms of creation-
ism? For a purely scientific form of creationism, the relevance is straightforward. The
creationism of Figure 3.1c—e, which simply suggests that species have had separate
origins and have been fixed since then, has been the subject of the whole chapter and we
have seen that it is refuted by the evidence. The scientific creationism of Figure 3.1c—e
said nothing about the mechanism by which species originated and therefore need not
assert that the species were created by God. A supporter of Figure 3.1c—e might merely
say that species originated by some natural mechanism, the details of which are not yet
understood. However, it is unlikely that anyone would now seriously support the the-
ory of Figure 3.1c—e unless they also believed that the species originated supernaturally.
Then we are not dealing with a scientific theory.

This chapter has confined itself to the scientific resources of logical argument and
public observation. Scientific arguments only employ observations that anybody can
make, as distinct from private revelations, and consider only natural, as distinct from
supernatural, causes. Indeed, two good criteria to distinguish scientific from religious
arguments are whether the theory invokes only natural causes, or needs supernatural
causes too, and whether the evidence is publicly observable or requires some sort of
faith. Without these two conditions, there are no constraints on the argument. It is, in
the end, impossible to show that species were not created by God and have remained
fixed in form, because to God (as a supernatural agent) everything is permitted. It
equally cannot be shown that the building (or garden) you are in, and the chair you are
sitting on, were not created supernaturally by God 10 seconds ago from nothing — at
the time, He would also have to have adjusted your memory and those of all other
observers, but a supernatural agent can do that. That is why supernatural agents have
no place in science.

Two final points are worth making. The first is that, although modern “scientific
creationism” closely resembles the theory of separate creation in Figure 3.1c—e, it also
possesses the added feature of specifying the time when all the species were created.
Theologians working after the Reformation were able to deduce, from some plausible
astronomical theory and rather less plausible Biblical scholarship, that the events
described in Genesis chapter 1 happened about 6,000 years ago; and fundamentalists
in our own time have retained a belief in the recent origin of the world. A statement of
creationism in the 1970s (and the one legally defended in court at Arkansas in 1981)
included, as a creationist tenet, that there was “a relatively recent inception of the earth
and living kinds.” Scientists accept a great age for the Earth because of radioactive
dating and cosmological inferences from the background radiation. Cosmological and
geological time are important scientific discoveries, but we have ignored them in this
chapter because our subject has been the scientific case for evolution: religious funda-
mentalism is another matter.

Finally, it is worth stressing that there need be no conflict between the theory of
evolution and religious belief. This is not an “either/or” controversy, in which accepting
evolution means rejecting religion. No important religious beliefs are contradicted by
the theory of evolution, and religion and evolution should be able to coexist peacefully
in anyone’s set of beliefs about life.
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8 The independent creation of species does not
explain adaptation; evolution, by the theory of natural

selection, offers a valid explanation.

Further reading

Eldredge (2000), Futuyma (1997), and Moore (2002) have written books about cre-
ationism and the case for evolution. The latest version of creationism is “intellgent
design” creationism, which does not challenge evolution in the sense of this chapter: on
it see Chapter 10 in this book, and Pennock (2000, 2001). Chapters 10-14 of On the
Origin of Species (Darwin 1859) are the classic account of the evidence for evolution.
Jones (1999) remakes Darwin’s case, using modern examples, including drug resistance
in HIV.

Palumbi (2001a, 2001b) describes many examples of evolution in response to envir-
onmental changes that humans have caused, including HIV evolution; he also does
some interesting sums on the economic cost of that evolution. Reznick et al. (1997)
describe another good example of evolution in action: changes to the life histories of
guppies in Trinidad. See Ford (1975), Endler (1986), and the references in Hendry &
Kinnison (1999) for further examples. Huey et al. (2000) discuss another example of
rapid evolution of a cline within a species, like the house sparrow example in the text
but with the addition that the newly formed cline in North America parallels one in
Europe.

Irwin et al. (2001b) review ring species, including the Californian salamander. On
polyploidy in plants, see the references in Chapter 14. On the genetic code, see Osawa
(1995). Zimmer (1998) describes fossil whales and tetrapods. Ahlberg (2001) includes
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material on Devonian tetrapods with non-pentadactyl limbs. Gould (1989) describes
the animals of the Burgess Shale. Wellnhofer (1990) describes Archaeopteryx. On
adaptation, see Dawkins (1986). For the broader context, see Numbers (1992) for the
history, and Antolin & Herbers (2001) on educational, and Larson (2003) on legal,
business.

"

ample 10 politicians might be
groups such as left of center/right

se groups could be divided by such
ge length of sound-bites, number of
ear, gender, region represented, etc.) Do
ent hierarchical classifications recognize the
ets of groups, or similar sets of groups, or are they
elated? Think about why for some sets of groups and
for some classificatory criteria, the different
classifications are similar, whereas for others they differ.
6 Why would Haldane have given up his belief in
evolution if someone discovered a fossil rabbit in the
Precambrian?



Plate 1

Ring species of the salamander Ensatina in western USA. There is
one species (E. oregonensis) in the north, going up into Oregon
and Washington. It then divides in northern California and forms
amore or less continuous ring around the San Joaquin valley. The
salamanders vary in form from place to place and they have been
given a number of taxonomic names. Where the coastal and
inland sides of the ring meet in southern California they behave as
good species at some sites (black zone on the map) (Section 3.5,

p. 50). Reprinted, by permission of the publisher, from Stebbins
(1994).
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Plate 2

Large-beaked (left) and small-beaked (right) forms of the African

finch formally named Pyrenestes ostrinus and informally known as
the black-bellied seedcracker. The polymorphism is an example of
disruptive selection (Section 4.4, p. 80). (Courtesy of T.B. Smith.)

Plate 3

Here in the lower row are six of the many forms of Papilio memnon, beneath the model
species that they may mimic. (a—f) Six suspected models: (a, b) two forms of the female
Losaria coon; (c) L. aristolochiae; (d) Triodes helena; (e) T. amphrysus; (f) Atrophaneura
sycorax. (g-1) Six forms of Papilio memnon. Three of the forms (g—i) mimic species (a—c)
that have tails, and three (j—1) mimic species (d—f) that lack tails. (m) Another form of
P. memnon, the rare probable recombinant form anura, from Java. It is like the normal
mimetic form called achates (illustrated in g—i), but it lacks achates’ tail. It may be a
recombinant between achates and a tailless form such as in (d—f) (Section 8.1, p. 195).
From Clarke et al. (1968) and Clarke & Sheppard (1969).
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Plate 5

These stalk-eyed flies from Malaya have an
eye span that is longer than their body.

(a) Cyrtodiopsis dalmanni. There is an
allometric relation between eye span and
body length, and Wilkinson has artificially
selected the flies to alter the slope of the
allometric relation. (b) The closely related
species C. whitei. (Section 10.7.3, p. 280.)
(Photos courtesy of Jerry Wilkinson.)

(a)

(b)

Plate 6

Scrub jays (Aphelocoma coerulescens)
in Florida breed in cooperative groups
of a parental pair and a number of
“helpers.” Kin selection is probably
the reason why altruistic helping is
favored in this species in Florida
(Section 11.2.4, p. 299).




(a (b)

Plate 7

Prezygotic isolation by color differences in two cichlids. (a) In normal light, the two species differ in coloration. Pundamilia nyererei
(above) has red colors and P. pundamilia has blue (look at the tail fins, for instance). The red females mate only with red males, and
blue females only with blue males. (b) In an experiment with monochromatic orange light, the two species were indistinguishable.
Now the red females mated indiscriminately with red and blue males, as did the blue females. The offspring were all viable and fertile.
The experiment shows that the two species are held apart by the color-based mating preferences. It also suggests that the species have
evolved very recently because there is no postzygotic isolation (Section 13.3.3, p. 358). (Photos courtesy of Ole Seehausen.)
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Plate 8

Chromosomal races of the house mouse (Mus musculus) in Maderia. Circles and squares represent samples, and the different
symbols represent different chromosome forms. Rb stands for Robertsonian fusion, which is the fusion between two chromosomes
that (before fusion) had centromeres at their ends. The numbers in parentheses are the two chromosomes that fused. Diploid
numbers (2N) and sample sizes (1) are as follow: red dot, 2N =22, n=43; red rectangle, 2N = 23-24, n=5; red star, 2N = 2440,
n=38; yellow dot, 2N = 28-30, n = 5; blue dot, 2N =25-27, n = 10; white dot, 2N =24-26, n = 11; green dot, 2N =24-27, n=25;
black dot, 2N =24, n=6. (See Section 13.4.2, p. 361.) Reprinted, by permission of the publisher, from Britton-Davidian et al. (2000).



Plate 9
Hybrid speciation in irises. (a) The three “parental” species: Iris hexagona (left), I fulva (center), and L. brevicaulis (right).
(b) These parental species have contributed to the recent origin of I. nelsonii, shown here in the woods of Louisiana (Section 14.7,

p- 405). (Photos courtesy of Mike Arnold.)
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Plate 10
Geological map of North America, showing the age of the bedrock (the rock that is either at the surface of the Earth, or immediately
below the top soil) (Section 18.1, p. 525).
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In nature, there is a struggle for existence

4.1
Cod produce far more eggs than are
needed to propagate the
population

As do all other life forms

Figure 4.1

(a) Fecundity of cod. Notice
both the large numbers, and
that they are variable between
individuals. The more fecund
cod lay perhaps five times as
many eggs as the less fecund;
much of the variation is
associated with size, because
larger individuals lay more eggs.
(b) Mortality of cod in their
first 2 years of life. Redrawn, by
permission of the publisher,
from May (1967) and Cushing
(1975).

The Atlantic cod (Gadus callarias) is a large marine fish, and an important source of
human food. They also produce a lot of eggs. An average 10-year-old female cod lays
about 2 million eggs in a breeding season, and large individuals may lay over 5 million
(Figure 4.1a). Female cod ascend from deeper water to the surface to lay their eggs; but
as soon as they are discharged, a slaughter begins. The plankton layer is a dangerous
place for eggs. The billions of cod eggs released are devoured by innumerable plank-
tonic invertebrates, by other fish, and by fish larvae. About 99% of cod eggs die in their
first month of life, and another 90% or so of the survivors die before reaching an age of
1 year (Figure 4.1b). A negligible proportion of the 5 million or so eggs laid by a female
cod in her lifetime will survive and reproduce — an average female cod will produce
only two successful offspring.

This figure, that on average two eggs per female survive to reproduce successfully,
is not the result of an observation. It comes from a logical calculation. Only two can
survive, because any other number would be unsustainable over the long term. It takes
a pair of individuals to reproduce. If an average pair in a population produce less than
two offspring, the population will soon go extinct; if they produce more than two, on
average, the population will rapidly reach infinity — which is also unsustainable. Over a
small number of generations, the average female in a population may produce more or
less than two successful offspring, and the population will increase or decrease accord-
ingly. Over the long term, the average must be two. We can infer that, of the 5 million or
so eggs laid by a female cod in her life, 4,999,998 die before reproducing.

A life table can be used to describe the mortality of a population (Table 4.1). A life
table begins at the egg stage and traces what proportion of the original 100% of eggs die
off at the successive stages of life. In some species, mortality is concentrated early in life,
in others mortality has a more constant rate throughout life. But in all species there is
mortality, which reduces the numbers of eggs produced to result in a lower number of
adults.

The condition of “excess” fecundity — where females produce more offspring than
survive — is universal in nature. In every species, more eggs are produced than can sur-
vive to the adult stage. The cod dramatizes the point in one way because its fecundity,
and mortality, are so high; but Darwin dramatized the same point by considering
the opposite kind of species — one that has an extremely low reproductive rate. The
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Excess fecundity results in
competition, to survive and
reproduce
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Mortality rate
per day

0.005
0.009
0.006
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0.001
0.002
0.003
0.002
0.003
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0.057
1.000

fecundity of elephants is low, but even they produce many more offspring than can
survive. In Darwin’s words:

The elephant is reckoned the slowest breeder of all known animals, and I have taken some
pains to estimate its probable minimum rate of natural increase; it will be safest to assume
it begins breeding when thirty years old, and goes on breeding until ninety years old,
bringing forth six young in the interval, and surviving till one hundred years old; if this be
so, after a period of 740 to 750 years there would be nearly nineteen million elephants
alive, descended from the first pair.!

In elephants, as in cod, many individuals die between egg and adult; they both have
excess fecundity. This excess fecundity exists because the world does not contain
enough resources to support all the eggs that are laid and all the young that are born.
The world contains only limited amounts of food and space. A population may expand
to some extent, but logically there will come a point beyond which the food supply must
limit its further expansion. As resources are used up, the death rate in the population
increases, and when the death rate equals the birth rate the population will stop growing.

Organisms, therefore, in an ecological sense compete to survive and reproduce —
both directly, for example by defending territories, and indirectly, for example by eat-
ing food that could otherwise be eaten by another individual. The actual competitive

! The numerical details are questionable, but Darwin’s exact numbers can be obtained on the assumption of

overlapping generations. See Ricklefs & Miller (2000, p. 300). The general point stands anyhow.
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factors limiting the sizes of real populations make up a major area of ecological study.
Various factors have been shown to operate. What matters here, however, is the general
point that the members of a population, and members of different species, compete in
order to survive. This competition follows from the conditions of limited resources and
excess fecundity. Darwin referred to this ecological competition as the “struggle for
existence.” The expression is metaphorical: it does not imply a physical fight to survive,
though fights do sometimes happen.

The struggle for existence refers to The struggle for existence takes place within a web of ecological relations. Above an

ecological competition organism in the ecological food chain there will be predators and parasites, seeking to
feed off it. Below it are the food resources it must in turn consume in order to stay alive.
At the same level in the chain are competitors that may be competing for the same
limited resources of food, or space. An organism competes most closely with other
members of its own species, because they have the most similar ecological needs to its
own. Other species, in decreasing order of ecological similarity, also compete and exert
a negative influence on the organism’s chance of survival. In summary, organisms pro-
duce more offspring than — given the limited amounts of resources — can ever survive,
and organisms therefore compete for survival. Only the successful competitors will
reproduce themselves.

4.2 Natural selection operates if some conditions are met

/‘gl
=
g The excess fecundity, and consequent competition to survive in every species, provide

the preconditions for the process Darwin called natural selection. Natural selection is
The theory of natural selection can easiest to understand, in the abstract, as a logical argument, leading from premises to

be understood as a logical conclusion. The argument, in its most general form, requires four conditions:
argument 1. Reproduction. Entities must reproduce to form a new generation.
2. Heredity. The offspring must tend to resemble their parents: roughly speaking, “like
must produce like.”

3. Variation in individual characters among the members of the population. If we are
studying natural selection on body size, then different individuals in the population
must have different body sizes. (See Section 1.3.1, p. 7, on the way biologists use the
word “character.”)

4. Variation in the fitness of organisms according to the state they have for a heritable
character. In evolutionary theory, fitness is a technical term, meaning the average
number of offspring left by an individual relative to the number of offspring left
by an average member of the population. This condition therefore means that indi-
viduals in the population with some characters must be more likely to reproduce
(i.e., have higher fitness) than others. (The evolutionary meaning of the term fitness
differs from its athletic meaning.)

If these conditions are met for any property of a species, natural selection automatic-

ally results. And if any are not, it does not. Thus entities, like planets, that do not

reproduce, cannot evolve by natural selection. Entities that reproduce but in which
parental characters are not inherited by their offspring also cannot evolve by natural
selection. But when the four conditions apply, the entities with the property conferring



HIVillustrates the logical argument

Natural selection drives
evolutionary change . . .

... and generates adaptation

4.3
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higher fitness will leave more offspring, and the frequency of that type of entity will
increase in the population.

The evolution of drug resistance in HIV illustrates the process (we looked at this
example in Section 3.2, p. 45). The usual form of HIV has a reverse transcriptase that
binds to drugs called nucleoside inhibitors as well as the proper constituents of DNA
(A, C, G, and T). In particular, one nucleoside inhibitor called 3TC is a molecular
analog of C. When reverse transcriptase places a 3TC molecule, instead of a C, in a
replicating DNA chain, chain elongation is stopped and the reproduction of HIV is
also stopped. In the presence of the drug 3TC, the HIV population in a human body
evolves a discriminating form of reverse transcriptase — a form that does not bind 3TC
but does bind C. The HIV has then evolved drug resistance. The frequency of the
drug-resistant HIV increases from an undetectably low frequency at the time the drug
is first given to the patient up to 100% about 3 weeks later.

The increase in the frequency of drug-resistant HIV is almost certainly driven by nat-
ural selection. The virus satisfies all four conditions for natural selection to operate.
The virus reproduces; the ability to resist drugs is inherited (because the ability is due to
a genetic change in the virus); the viral population within one human body shows
genetic variation in drug-resistance ability; and the different forms of HIV have differ-
ent fitnesses. In a human AIDS patient who is being treated with a drug such as 3TC, the
HIV with the right change of amino acid in their reverse transcriptase will reproduce
better, produce more offspring virus like themselves, and increase in frequency.
Natural selection favors them.

Natural selection explains both evolution
and adaptation

When the environment of HIV changes, such that the host cell contains nucleoside
inhibitors such as 3TC as well as valuable resources such as C, the population of HIV
changes over time. In other words, the HIV population evolves. Natural selection pro-
duces evolution when the environment changes; it will also produce evolutionary
change in a constant environment if a new form arises that survives better than the
current form of the species. The process that operates in any AIDS patient on drug
treatment has been operating in all life for 4,000 million years since life originated, and
has driven much larger evolutionary changes over those long periods of time.

Natural selection can not only produce evolutionary change, it can also cause a popu-
lation to stay constant. If the environment is constant and no superior form arises in the
population, natural selection will keep the population the way it is. Natural selection
can explain both evolutionary change and the absence of change.

Natural selection also explains adaptation. The drug resistance of HIV is an example
of an adaptation (Section 1.2, p. 6). The discriminatory reverse transcriptase enzyme
enables HIV to reproduce in an environment containing nucleoside inhibitors. The
new adaptation was needed because of the change in the environment. In the drug-
treated AIDS patient, a fast but undiscriminating reverse transcriptase was no longer
adaptive. The action of natural selection to increase the frequency of the gene coding
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4.4

for a discriminating reverse transcriptase resulted in the HIV becoming adapted to its
environment. Over time, natural selection generates adaptation. The theory of natural
selection therefore passes the key test set by Darwin (Section 1.3.2, p. 8) for a satis-
factory theory of evolution.

Natural selection can be directional, stabilizing,
or disruptive

Many characters have continuous
distributions

Natural selection alters the form of
continuous distributions: it can be
directional . . .

... orstabilizing . . .

In HIV, natural selection adjusted the frequencies of two distinct types (drug suscept-
ible and drug resistant). However, many characters in many species do not come in
distinct types. Instead, the characters show continuous variation. Human body size, for
instance, does not come in the form of two distinct types, “big” and “small.” Body size
is continuously distributed. A sample of humans will show a range of sizes, distributed
in a “bell curve” (or normal distribution). In evolutionary biology, it is often useful to
think about evolution in continuous characters such as body size slightly differently
from evolution in discrete characters such as drug resistance and drug susceptibility.
However, no deep difference exists between the two ways of thinking. Discrete varia-
tion blurs into continuous variation, and evolution in all cases is due to changes in the
frequency of alternative genetic types.

Natural slection can act in three main ways on a character, such as body size, that is
continuously distributed. Assume that smaller individuals have higher fitness (that is,
produce more offspring) than larger individuals. Natural selection is then directional: it
favors smaller individuals and will, if the character is inherited, produce a decrease in
average body size (Figure 4.2a). Directional selection could, of course, also produce an
evolutionary increase in body size if larger individuals had higher fitness.

For example, pink salmon (Onchorhynchus gorbuscha) in the Pacific Northwest have
been decreasing in size in recent years (Figure 4.3). In 1945, fishermen started being
paid by the pound, rather than per individual, for the salmon they caught and they
increased the use of gill netting, which selectively takes larger fish. The selectivity of
gill netting can be shown by comparing the average size of salmon taken by gill netting
with those taken by an unselective fishing technique: the difference ranged from 0.3 to
0.48 1b (0.14-0.22 kg). Therefore, after gill netting was introduced, smaller salmon
had a higher chance of survival. The selection favoring small size in the salmon popula-
tion was intense, because fishing effort is highly efficient — about 75—-80% of the
adult salmon swimming up the rivers under investigation were caught in these years.
The average weight of salmon duly decreased, by about one-third, in the next 25 years.
(Box 4.1 describes a practical application of this kind of evolution.)

A second (and in nature, more common) possibility is for natural selection to be stab-
ilizing (Figure 4.2b). The average members of the population, with intermediate body
sizes, have higher fitness than the extremes. Natural selection now acts against changes
in body size, and keeps the population constant through time.

Studies of birth weight in humans have provided good examples of stabilizing selec-
tion. Figure 4.4a illustrates a classic result for a sample in London, UK, in 1935—46 and
similar results have been found in New York, Italy, and Japan. Babies that are heavier or



(a) Directional selection

(b) Stabilizing selection
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(c) Disruptive selection

(d) No selection
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Figure 4.2 (a) Directional selection. Smaller individuals have higher

Three kinds of selection. The top line shows the frequency
distribution of the character (body size). For many characters
in nature, this distribution has a peak in the middle, near

the average, and is lower at the extremes. (The normal
distribution, or “bell curve,” is a particular example of

this kind of distribution.) The second line shows the relation
between body size and fitness, within one generation, and

the third the expected change in the average for the character
over many generations (if body size is inherited).

fitness, and the species will decrease in average body size
through time. Figure 4.3 is an example. (b) Stabilizing
selection. Intermediate-sized individuals have higher
fitness. Figure 4.4a is an example. (¢) Disruptive selection.
Both extremes are favored and if selection is strong enough,
the population splits into two. Figure 4.5 is an example.

(d) No selection. If there is no relation between the
character and fitness, natural selection is not operating

onit.

lighter than average did not survive as well as babies of average weight. Stabilizing selec-
tion has probably operated on birth weight in human populations from the time of the
evolutionary expansion of our brains about 1-2 million years ago until the twentieth
century. In most of the world it still does. However, in the 50 years since Karn and
Penrose’s (1951) study, the force of stabilizing selection on birth weight has relaxed in
wealthy countries (Figure 4.4b), and by the late 1980s it had almost disappeared. The
pattern has approached that of Figure 4.2d: percent survival has become almost the
same for all birth weights. Selection has relaxed because of improved care for premature
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Figure 4.3

Directional selection by fishing
on pink salmon, Onchorhynchus
gorbuscha. The graph shows the
decrease in size of pink salmon
caught in two rivers in British
Columbia since 1950. The
decrease has been driven by
selective fishing for the large
individuals. Two lines are
drawn for each river: one for
the salmon caught in odd-
numbered years, the other for
even years. Salmon caught in
odd years are consistently
heavier, which is presumably
related to the 2-year life cycle
of the pink salmon.

(51b=2.2 kg.) From Ricker
(1981). Redrawn with
permission of the Minister of
Supply and Services Canada,
1995.
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(a) The classic pattern of stabilizing selection on human birth
weight. Infants weighing 8 Ib (3.6 kg) at birth have a higher
survival rate than heavier or lighter infants. The graph is based
on 13,700 infants born in a hospital in London, UK, from 1935 to
1946. (b) Relaxation of stabilizing selection in wealthy countries
in the second half of the twentieth century. The x-axis is the
average mortality in a population; the y-axis is the mortality of
infants that have the optimal birth weight in the population (and
so the minimum mortality achieved in that population). In (a),
for example, females have a minimum mortality of about 1.5%
and an average mortality of about 4%. When the average equals
the minimum, selection has ceased: this corresponds to the 45°
line (the “no selection” case in Figure 4.2d would give a point on
the 45° line.) Note the way in Italy, Japan, and the USA, the data
approach the 45° line through time. By the late 1980s the Italian
population had reached a point not significantly different from
the absence of selection. From Karn & Penrose (1951) and Ulizzi
& Manzotti (1988). Redrawn with permission of Cambridge
University Press.
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Figure 4.5

Disruptive selection in the
seedcracking finch Pyrenestes
ostrinus. (a) Beak size is not
distributed in the form of a bell
curve; it has large and small
forms, but with some blurring
between them. The bimodal
distribution is only found for
beak size. (b) General body
size, such as measured by tail
size, shows a classic normal
distribution. The distributions
shown are for males. (c) Fitness
shows twin peaks. Notice that
the peaks and valleys
correspond to the peaks and
valleys in the frequency
distribution in (a). Fitness was
measured by the survival of
marked juveniles over the
1983-90 period. Performance
was measured as the inverse

of the time to crack seeds.
(1in=25mm.) Modified from
Smith & Girman (2000).

... or disruptive
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deliveries (the main cause of lighter babies) and increased frequencies of Cesarian
deliveries for babies that are large relative to the mother (the lower survival of heavier
babies was mainly due to injury to the baby or the mother during birth). By the 1990s in
wealthy countries, the stabilizing selection that had been operating on human birth
weight for over a million years had all but disappeared.

The third type of natural selection occurs when both extremes are favored relative to
the intermediate types. This is called disruptive selection (Figure 4.2¢). T.B. Smith has
described an example in the African finch Pyrenestes ostrinus, informally called the
black-bellied seedcracker (Smith & Girman 2000) (see Plate 2, between pp. 68 and 69).
The birds are found through much of Central Africa, and specialize on eating sedge
seeds. Most populations contain large and small forms that are found in both males
and females; this is not an example of sexual dimorphism. As Figure 4.5a illustrates, this
is a case in which the character is not clearly either discretely or continuously dis-
tributed. The categories of discrete and continuous variation blur into each other, and
the beaks of these finches are in the blurry zone. We shall look more at the mean-
ing of continuous variation in Chapter 9, but here we are using the example only to
illustrate disruptive selection and it does not much matter whether Figure 4.5a is called
discrete or continuous variation.

Several species of sedge occupy the finch’s environment, and the sedge seeds vary in
how hard they are to crack open. Smith measured how long it took a finch to crack
open a seed, depending on the finch’s beak size. He also measured fitness, depending
on beak size, over a 7-year period. Figure 4.5¢ summarizes the results and shows two
fitness peaks. The twin peaks primarily exist because there are two main species of
sedge. One sedge species produces hard seeds, and large finches specialize on it; the
other sedge species produces soft seeds and the smaller finches specialize on it. In an
evironment with a bimodal resource distribution, natural selection drives the finch
population to have a bimodal distribution of beak sizes. Natural selection is then dis-
ruptive. Disruptive selection is of particular theoretical interest, both because it can
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increase the genetic diversity of a population (by frequency-dependent selection —
Section 5.13, p. 127) and because it can promote speciation (Chapter 14).

A final theoretical possibility is for there to be no relation between fitness and
the character in question: then there is no natural selection (Figure 4.2d; Figure 4.4b
provides an example, or a near example).

Variation in natural populations is widespread

The extent of variation, particularly
in fitness, matters for
understanding evolution

Variation exists in morphological,

Natural selection will operate whenever the four conditions in Section 4.2 are satisfied.
The first two conditions need little more to be said about them. It is well known that
organisms reproduce themselves: this is often given as one of the defining properties
of living things. It is also well known that organisms show inheritance. Inheritance is
produced by the Mendelian process, which is understood down to a molecular level.
Not all the characters of organisms are inherited; and natural selection will not adjust
the frequencies of non-inherited characters. But many are inherited, and natural selec-
tion can potentially work on them. The third and fourth conditions do need further
comment.

How much, and with respect to what characters, do natural populations show varia-
tion and, in particular, variation in fitness? Let us consider biological variation through
a series of levels of organization, beginning with the organism’s morphology, and
working down to more microscopic levels. The purpose of this section is to give ex-
amples of variation, to show how variation can be seen in almost all the properties of
living things, and to introduce some of the methods (particularly molecular methods)
that we shall meet again and that are used to study variation.

Morphological level

At the morphological level, the individuals of a natural population will be found to
vary for almost any character we may measure. In some characters, like body size, every
individual differs from every other individual; this is called continuous variation.
Other morphological characters show discrete variation — they fall into a limited
number of categories. Sex, or gender, is an obvious example, with some individuals of a
population being female, others male. This kind of categorical variation is found in
other characters too.

A population that contains more than one recognizable form is polymorphic (the
condition is called polymorphism). There can be any number of forms in real cases,
and they can have any set of relative frequencies. With sex, there are usually two forms.
In the peppered moth (Biston betularia), two main color forms are often distinguished,
though real populations may contain three or more (Section 5.7, p. 108). As the number
of forms in the population increases, the polymorphic, categorical kind of variation blurs
into the continuous kind of variation (as we saw in the seedcracker finch, Figure 4.5).

Cellular level

Variation is not confined to morphological characters. If we descend to a cellular char-
acter, such as the number and structure of the chromosomes, we again find variation.
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Figure 4.6
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... cellular, such as chromosomal,

In the fruitfly Drosophila melanogaster, the chromosomes exist in giant forms in the
larval salivary glands and they can be studied with a light microscope. They turn out to
have characteristic banding patterns, and chromosomes from different individuals in a
population have subtly varying banding patterns. One type of variant is called an inver-
sion (Figure 4.6), in which the banding pattern — and therefore the order of genes — of
aregion of the chromosome is inverted. A population of fruitflies may be polymorphic
for a number of different inversions.

Chromosomal variation is less easy to study in species that lack giant chromosomal
forms, but it is still known to exist. Populations of the Australian grasshopper Keyacris
scurra, for example, may contain two (normal and inverted) forms for each of two
chromosomes; that makes nine kinds of grasshopper in all because an individual may
be homozygous or heterozygous for any of the four chromosomal types. The nine differ
in size and viability (Figure 4.7).

Chromosomes can vary in other respects too. Individuals may vary in their number
of chromosomes, for example. In many species, some individuals have one or more
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extra chromosomes, in addition to the normal number for the species. These “super-
numerary” chromosomes, which are often called B chromosomes, have been particu-
larly studied in maize and in grasshoppers. In the grasshopper Atractomorpha australis,
normal individuals have 18 autosomes, but individuals have been found with from one
to six supernumary chromosomes. The population is polymorphic with respect to
chromosome number. Inversions and B chromosomes are just two kinds of chromoso-
mal variation. There are other kinds too; but these are enough to make the point that
individuals vary at the subcellular, as well as the morphological level.

Biochemical level

The story is the same at the biochemical level, such as for proteins. Proteins are
molecules made up of sequences of amino acid units. A particular protein, like human
hemoglobin, has a particular characteristic sequence, which in turn determines the
molecule’s shape and properties. But do all humans have exactly the same sequence for
hemoglobin, or any other protein? In theory, we could find out by taking the protein
from several individuals and then working out the sequence in each of them; but it
would be excessively laborious to do so. Gel electrophoresis is a much faster method. Gel
electrophoresis works because different amino acids carry different electric charges.
Different proteins — and different variants of the same protein — have different net
electric charges, because they have different amino acid compositions. If we place a
sample of proteins (with the same molecular weight) in an electric field, those with the
largest electric charges will move fastest. For the student of biological variation, the
importance of the method is that it can reveal different variants of a particular type of
protein. A good example is provided by a less well known protein than hemoglobin —
the enzyme called alcohol dehydrogenase, in the fruitfly.

Fruitflies, as their name suggests, lay their eggs in, and feed on, decaying fruit. They
are attracted to rotting fruit because of the yeast it contains. Fruitflies can be collected
almost anywhere in the world by leaving out rotting fruit as a lure; and drowned
fruitflies are usually found in a glass of wine left out overnight after a garden party in the
late summer. As fruit rots, it forms a number of chemicals, including alcohol, which is
both a poison and a potential energy source. Fruitflies cope with alcohol by means of an
enzyme called alcohol dehydrogenase. The enzyme is crucial. If the alcohol dehydro-
genase gene is deleted from fruitflies, and those flies are then fed on mere 5% alcohol,
“they have difficulty flying and walking, and finally, cannot stay on their feet” (quoted
in Ashburner 1998).

Gel electrophoresis reveals that, in most populations of the fruitfly Drosophila
melanogaster, alcohol dehydrogenase comes in two main forms. The two forms show
up as different bands on the gel after the sample has been put on it, an electric current
put across it for a few hours, and the position of the enzyme has been exposed by a
specific stain. The two variants are called slow (Adh-s) or fast (Adh-f) according to how
far they have moved in the time. The multiple bands show that the protein is poly-
morphic. The enzyme called alcohol dehydrogenase is actually a class of two polypep-
tides with slightly different amino acid sequences. Gel electrophoresis has been applied
to a large number of proteins in a large number of species and different proteins show
different degrees of variability (Chapter 7). But the point for now is that many of these
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proteins have been found to be variable — extensive variation exists in proteins in nat-
ural populations.

DNA level

If variation is found in every organ, at every level, among the individuals of a popula-
tion, variation will almost inevitably also be found at the DNA level too. The inversion
polymorphisms of chromosomes that we met above, for example, are due to inversions
of the DNA sequence. However, the most direct method of studying DNA variation is
to sequence the DNA itself. Let us stay with alcohol dehydrogenase in the fruitfly.
Kreitman (1983) isolated the DNA encoding alcohol dehydrogenase from 11 inde-
pendent lines of D. melanogaster and individually sequenced them all. Some of the 11
had Adh-f, others Adh-s, and the difference between Adh-fand Adh-s was always due to
a single amino acid difference (Thr or Lys at codon 192).

The amino acid difference appears as a base difference in the DNA, but this was not
the only source of variation at the DNA level. The DNA is even more variable than the
protein study suggests. At the protein level, only the two main variants were found in
the sample of 11 genes, but at the DNA level there were 11 different sequences with 43
different variable sites. The amount of variation that we find is therefore highest at the
DNA level. At the level of gross morphology, a Drosophila with two Adh-f genes is indis-
tinguishable from one with two Adh-s genes; gel electrophoresis resolves two classes
of fly; but at the DNA level, the two classes decompose into innumerable individual
variants.

Restriction enzymes provide another method of studying DNA variation. Restric-
tion enzymes exist naturally in bacteria, and a large number — over 2,300 — of restric-
tion enzymes are known. Any one restriction enzyme cuts a DNA strand wherever it
has a particular sequence, usually of about 4—8 base pairs. The restriction enzyme
called EcoR1, for instance, which is found in the bacterium Escherichia coli, recognizes
the base sequence ...GAATTC... and cuts it between the initial G and the first A. In the
bacterium, the enzymes help to protect against viral invasion by cleaving foreign DNA,
but the enzymes can be isolated in the laboratory and used to investigate DNA
sequences. Suppose the DNA of two individuals differs, and that one has the sequence
GAATTC at a certain site whereas the other individual has another sequence such
as GTATT. If the DNA of each individual is put with EcoR1, only that of the first
individual will be cleaved. The difference can be detected in the length of the DNA frag-
ments: the pattern of fragment lengths will differ for the two individuals. The variation
is called restriction fragment length polymorphism and has been found in all populations
that have been studied.

Conclusion

In summary, natural populations show variation at all levels, from gross morphology
to DNA sequences. When we move on to look at natural selection in more detail, we
can assume that in natural populations the requirement of variation, as well as of
reproduction and heredity, is met.
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Figure 4.8

Variation in reproductive success within populations, illustrated
by four species of orchids. The graphs plot the cumulative
percentage of offspring produced by the plants, with the
individual plants ranked from the least to the most successful. For
instance, in Epidendrum exasperatum, the least successful 50% of
individuals produce none of the offspring: they fail to reproduce.
The next 17% or so of individuals, moving up in the ranking of
success, produce about 5% of the fruit in the population; and the
next 10% produce about 13%; and so on. If every individual
produced the same number of offspring the cumulative
percentage graph would be the 45° line. Graphs of this kind can be
used to express inequality in a population generally; they were first
used to express inequality in human wealth and are sometimes
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Cumulative percent of individuals from Calvo (1990).

4.6

Organisms in a population vary in reproductive success

Individuals differ in reproductive
success in all populations

Four orchid species provide an
example

If natural selection is to operate, it is not enough that characters vary. The different
forms of the character must also be associated with reproductive success (or fitness)
— in the degree to which individuals contribute offspring to the next generation.
Reproductive success is more difficult to measure than a phenotypic character like
body size, and there are far fewer observations of variation in reproduction than in
phenotype. However, there are still a good number of examples. We have met some
already this chapter (Section 4.4) and we shall meet more later in the book. Here we can
look at an even more abundant sort of evidence, and at an abstract argument.

Whenever reproductive success in a biological population has been measured, it has
been found that some individuals produce many more offspring than others. Figure 4.8
illustrates this variation in four species of orchids in the form of a cumulative percent-
age graph. If every individual produced the same number of fruit (that is, the same
number of offspring), the points would fall along the 45° line. In fact the points usu-
ally start some way along the x-axis and fall below the 45° line. The reason is that some
individuals fail to reproduce and a successful minority contribute a disproportionate
number of offspring.

The differences between the four orchid species in Figure 4.8 can be understood in
terms of their relationships with insect pollinators. The reproductively egalitarian
species Oeceoclades maculata reproduces by self-fertilization, and has no use for pollin-
ators. The two intermediate species Lepanthes wendlandii and Epidendrum exasperatum
are each capable of self-fertilization but can also be pollinated by insects. The highly
inegalitarian Encyclia cordigera, in which 80% of the individuals fail to reproduce,
requires insect pollination. However, this species is unattractive to pollinating insects.
It is one of the orchids that have evolved “deceptive” flowers that produce and receive
pollen but do not supply nectar. The orchids “cheat” the insect and insects tend to
avoid them (though not completely) in consequence. The amount of reproductive
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The conditions for natural selection
to operate are often met

Natural selection is likely at work in
natural populations all the time

failure in orchids with these deceptive flowers can be remarkably high — even higher
than the 80% in Encyclia cordigera.

More extreme examples exist. Gill (1989) measured reproduction in a population
of almost 900 individuals of the pink lady’s slipper orchid Cypripedium acaule in
Rockingham County, Virginia, from 1977 to 1986. In that 10-year period only 2% of
the individuals managed to produce fruit: the rest had been avoided by pollinators
and failed to breed. In four of the years none of the orchids bred at all. Thus the
ecological factor determining variation in reproductive success in orchids is the
availability of, and need for, pollinating insects. If pollinating insects are unnecessary,
all the orchids in a population produce a similar number of fruit. But if pollinating
insects are necessary and scarce, because of the way the orchid “cheats” the pollinators,
only a small minority of individuals may succeed in reproducing. Pollinators happen
to be a key factor in orchids; but in other species other factors will operate and eco-
logical study can reveal why some individuals are more reproductively successful
than others.

The results in Figure 4.8 show the amount of reproductive variation among the
adults that exist in a population, but this variation is only for the final component of
the life cycle. Before it, individuals differ in survival, and a life table like Table 4.1 at
the beginning of the chapter quantifies that variation. A full description of the variation
in lifetime success of a population would combine variation in survival from concep-
tion to adulthood and variation in adult reproductive success.

Examples such as HIV, or the pink salmon, show that natural selection can operate;
but that leaves open the question of how often natural selection operates in natural
populations, and in what proportion of species. We could theoretically find out how
widespread natural selection is by counting how frequently all four conditions apply in
nature. That, however, would at the least be hard work. The evidence of variation in
phenotypic characters and of ecological competition suggests that the preconditions
required for natural selection to operate are widespread, indeed probably universal.
Whenever anyone has looked they have found variation in the phenotypic characters of
populations, and ecological competition within them.

Indeed, you do not need to be a professional biologist to know about variation and
the struggle for existence. They are almost obvious facts of nature. It is logically possible
that individual reproductive success varies in all populations in the manner of Fig-
ure 4.8, but that natural selection does not operate in any of them, because the variation
in reproductive success is not associated with any inherited characters. However,
though it is logically possible, it is not ecologically probable. In almost every species, a
high proportion of individuals are doomed to die. Any attribute that increases the
chance of survival, in a way that might appear trivial to us, is likely to result in a higher
than average fitness. Any tendency of individuals to make mistakes, slightly increasing
their risk of death, will result in lowered fitness. Likewise, once an individual has sur-
vived to adulthood, there will be many ways in which its phenotypic attributes can
influence its chance of reproductive success. The struggle for existence, and phenotypic
variation, are both universal conditions in nature. Variation in fitness associated with
some of those phenotypic characters is therefore also likely to be very common. The
argument is one of plausibility, rather than certainty: it is not logically inevitable that
in a population showing (inherited) variation in a phenotypic character there will also
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be an association between the varying character and fitness. But if there is, natural
selection will operate.

New variation is generated by mutation and
recombination

Long-term evolutionary change
requires an input of new variation

It comes from recombination . . .

Frequency Frequency

Frequency

(a) No new genetic
variation

Body size

Body size

/\

Body size

Time

Frequency Frequency
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The variation that exists in a population is the resource on which natural selection
works. Imagine a population evolving increased body size. To begin with there is varia-
tion and average size can increase. However, the population could only evolve a limited
amount if the initial variation were all there was to work with; it would soon reach the
edge of available variation (Figure 4.9a). In existing human populations, for instance,
height does not range much beyond about 8 feet (2.4 m). The evolution of humans
more than 8 feet high would be impossible if natural selection only had the currently
existing variation to work on. Evolution from the origin of life to the level of modern
diversity must have required more variation than existed in the original population.
Where did the extra variation come from?

Recombination (in sexual populations) and mutation are the two main answers. As a
population evolves toward individuals of larger body size, the genotypes encoding
larger body size increase in frequency. At the initial stage, large body size was rare and
there might have been only one or two individuals possessing genotypes for large body
size. The chances are that they would interbreed with other individuals closer to the
average size for the population and produce offspring of less extreme size. But as the

(b) New genetic
variation introduced

Body size

Body size
Figure 4.9

Natural selection produces evolution by working on the variation

in a population. (a) In the absence of new variation, evolution

soon reaches the limit of existing variation and comes to a stop.

(b) However, recombination generates new variation as the

frequencies of the genotypes change during evolution. Evolution
Body size can then proceed further than the initial range of variation.
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genotypes for large body size itself become the average, they are more likely to inter-
breed and produce new genotypes encoding even larger body size. As evolution pro-
ceeds, recombination among the existing genotypes generates a new range of variation
(Figure 4.9b).

Mutation also introduces new variation. Chapter 2 (Table 2.2, p. 32) gave some
figures for typical mutation rates. The exceptionally rapid evolution of drug resistance
in HIV occurs not only because of the huge selective force imposed by the drug itself
(which effectively sterilizes the virus), but it also has huge population sizes, even within
one human body, rapid reproduction, and a relatively high mutation rate. Consider
some figures. In an average AIDS patient, at least 10'? new individual HIV are gener-
ated per day. The virus is about 10* nucleotides long and has a mutation rate of about
one mutation per 10* nucleotides. Each new virus contains an average of about one
mutation. With an input of 10'> new viruses per day, we can be sure that every
nucleotide position down the 10* nucleotide length of the virus will be mutated every
day within one AIDS patient. Indeed, every possible single nucleotide mutation will
occur several times over, along with most possible combinations of two-nucleotide
mutation. Given that resistance to 3TC requires a change in only one amino acid, we
can see that natural selection is an overwhelmingly powerful counterforce against
human medicine operating with single-drug treatments. A combination of several
drugs is needed to overpower an evolving HIV population. Mutation introduces less
variation in other life forms that have lower population sizes, lower reproductive rates,
and lower mutation rates. But in all species, mutation is an abundant source of new
variation, providing raw material for evolutionary change.

Variation created by recombination and mutation is
random with respect to the direction of adaptation

Directional mutation is a theoretical
alternative to natural selection

A basic property of Darwinism is that the direction of evolution, particularly of adapt-
ive evolution, is uncoupled from the direction of variation. When a new recombinant
or mutant genotype arises, there is no tendency for it to arise in the direction of
improved adaptation. Natural selection imposes direction on evolution, using undir-
ected variation. In this section, we define the alternative viewpoint (the theory of
directed variation) and consider why it is not accepted.

Consider HIV again. When the environment changed, a new form of HIV was
favored. According to Darwin’s theory, that environmental change does not itself
cause mutations of the right form to appear. New mutations of all sorts are constantly
arising but independently of what is required for adaptation to the current environ-
ment. The alternative would be some kind of directed mutation. For mutation to be
directed would mean that when the environment changed to favor a drug-resistant
virus, the mutational process itself selectively tended to produce drug-resistant
mutations.

The strongest reason to doubt that mutations are adaptively directed is theoretical.
The drug treatment imposed an environment on the virus that it had never encoun-
tered before. The environment (probably) was completely new. A particular genetic
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change was needed for the virus to continue to reproduce. Could it arise by directed
mutation? At the genetic level, the mutation consisted of a set of particular changes in
the base sequence of a gene. No mechanism has been discovered that could direct the
right base changes to happen.

If we reflect on the kind of mechanism that would be needed, it becomes clear that an
adaptively directed mutation would be practically impossible. The virus would have
to recognize that the environment had changed, work out what change was needed to
adapt to the new conditions, and then cause the correct base changes. It would have
to do so for an environment it had never previously experienced. As an analogy, this
ability would be like humans describing subject matter they had never encountered
before in a language they did not understand; like a seventeenth century American using
Egyptian hieroglyphics to describe how to change a computer program. (Hieroglyphics
were not deciphered until the discovery of the Rosetta Stone in 1799.) Even if it is just
possible to imagine, as an extreme theoretical possibility, directed mutations in the case
of viral drug resistance, the changes in the evolution of a more complex organ (like the
brain, or circulatory system, or eye) would require a near miracle. Mutations are there-
fore thought not to be directed toward adaptation.

Although mutation is random and undirected with respect to the direction of
improved adaptation, that does not exclude the possibility that mutations are non-
random at the molecular level. For example, the two-nucleotide sequence CG tends to
mutate, when it has been methylated, to TG. (The DNA in a cell is sometimes methy-
lated, for reasons that do not matter here.) After replication a complementary pair of
CG on the one strand and GC on the other will then have produced TG and AC. Species
with high amounts of DNA methylation have (perhaps for this reason) low amounts of
CG in their DNA.

Molecular mutational biases are not the same as changes toward improved adapta-
tion, however. You cannot change a drug-susceptible HIV into a drug-resistant HIV
just by converting some of its CG dinucleotides into TG. Some critics of Darwinism
have read that Darwinian theory describes mutation as “random,” and have then
trotted out these sorts of molecular mutational biases as if they contradicted it. But
mutation can be non-random at the molecular level without contradicting Darwinian
theory. What Darwinism rules out is mutation directed toward new adaptation.
Because of this confusion about the word random, it is often better to describe
mutation not as random, but as “undirected” or “accidental” (which was the word
Darwin used).
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Further reading

An ecology text, such as Ricklefs & Miller (2000), will introduce life tables. For the the-
ory of natural selection, see Darwin’s original account (1859, chapters 3 and 4), Endler
(1986), and Bell (1997a, 1997b). Law (1991) describes the selective effects of fishing.
Travis (1989) reviews stabilizing selection. Ulizzi et al. (1998) update the human birth-
weight story. Greene et al. (2000) describe another possible example of disruptive selec-
tion. Chapter 3 in this text gave references for HIV.

Genetic variation is described in all the larger population genetics texts, such as Hartl
(2000), Hartl & Clark (1997), and Hedrick (2000). White (1973) and Dobzhansky
(1970) describe chromosomal variation. Variation in proteins and DNA will be dis-
cussed further in Chapter 7, which gives references. The authors in Clutton-Brock
(1988) discuss natural variation in reproductive sucess.

I have concentrated on the theoretical argument against directed mutation, but
experiments have also been done. The classic one was by Luria & Delbruck (1943). It
was challenged by Cairns et al. (1988) but modern interpretations of results such as
Cairns et al. rule out directed mutation: see Andersson et al. (1998) and Foster (2000).
Two other themes are the evolution of mutation rates (see Sniegowski et al. 2000), and
the possibility that the high mutation rates of HIV could be used against them by trig-
gering a mutational meltdown. The underlying theory is discussed in Chapter 12 later
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in this text. See Holmes (2000a) for the HIV possibilities. Biases at the molecular level
in the mutation process are set to be revealed by genomic data (see, for instance, Silva &
Kondrashov 2002), and Mukai-style mutation—accumulation experiments, discussed
in Chapter 12 of this text.

Brain size Brain size

tion are more for further thought than
apter content.] (a) On average only two
g survive per parental pair: why therefore does
pair in the population not produce exactly two
offspring (rather than the more variable reproductive
success we see in nature)? This would lead to the same
end consequence. (b) Why in some species is the
“excess” far greater than in others?







model has only one genetic locus, and one allele of higher fitness is being substituted for an
inferior allele. We also look at how natural selection can maintain variation at a single locus,
in three circumstances, and look at examples of each.

Chapter 6 considers random effects in population genetics. The transfer of genes from
one generation to the next is not a perfectly exact process, because random sampling may
change the frequency of a gene. The effects of random sampling are most powerful when
the different genotypes all have the same fitness, and when population sizes are small. The
theory of random drift has been most important for thinking about molecular evolution.
Chapter 7 looks at the relative contributions of random drift and natural selection to mole-
cular evolution. The question of their relative contributions has stimulated one of the richest
research programs in evolutionary biology. We shall concentrate on modern research, but
look at its conceptual roots too.

In Chapter 8, we move on to consider natural selection working simultaneously on more
than one locus. Linkage between loci complicates the one-locus model. With more than one
locus, the genes at different loci may interact and influence each other’s fitness. Evolution
at one locus can be influenced by genes at other loci. It is a matter of controversy how
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important higher level interactions between gene loci are, and how far the one-locus
model is an adequate description of the real world. As we move from two-locus evolution
to multiple-locus evolution we abandon Mendelian exactitude and use a quite different
method: quantitative genetics. In quantitative genetics (Chapter 9), the relations between
individuals and between successive generations are described approximately and abstractly.
Quantitative genetics is concerned with “continuous” characters, at the morphological level.
As we saw in Chapter 4, morphological characters show variation in natural populations,
and we shall consider how to account for the level of variation that is observed.



The Theory of Natural
Selection
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5.1

Population genetics is concerned with genotype
and gene frequencies

We define genotype frequency . . .

... and gene frequency

The human genome, on current estimates, contains something like 30,000 gene loci.
Let us focus on just one of them — on a locus at which there is more than one allele,
because no evolutionary change can happen at a locus for which every individual in the
population has two copies of the same allele. We shall be concerned in this chapter with
models of evolution at a single genetic locus; these are the simplest models in popula-
tion genetics. Chapters 8 and 9 discuss more complex models in which evolutionary
change occurs simultaneously at more than one locus.

The theory of population genetics at one locus is mainly concerned to understand
two closely connected variables: gene frequency and genotype frequency. They are easy to
measure. The simplest case is one genetic locus with two alleles (A and a) and three
genotypes (AA, Aa, and aa). Each individual has a genotype made up of two genes at the
locus and a population can be symbolized like this:

Aa AA aa aa AA Aa AA Aa

This is an imaginary population with only eight individuals. To find the genotype
frequencies we simply count the numbers of individual with each genotype. Thus:

Frequency of AA=3/8=0.375
Frequency of Aa=3/8=0.375
Frequency of aa=2/8=0.25

In general we can symbolize genotype frequencies algebraically, as follows.

Genotype AA Aa aa
Frequency P Q R

P, Q, and R are expressed as percentages or proportions, so in our population,
P =0.375, Q=0.375, and R = 0.25 (they have to add up to 1, or to 100%). They are
measured simply by observing and counting the numbers of each type of organism in
the population, and dividing by the total number of organisms in the population (the
population size).

The gene frequency is likewise measured by counting the frequencies of each gene in
the population. Each genotype contains two genes, and there are a total of 16 genes per
locus in a population of eight individuals. In the population above,

Frequency of A=9/16=0.5625
Frequency of a=7/16=0.4375

Algebraically, we can define p as the frequency of A, and g as the frequency of a. p and g
are usually called “gene” frequencies, but in a strict sense they are allele frequencies: they
are the frequencies of the different alleles at one genetic locus. The gene frequencies can
be calculated from the genotype frequencies:
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The general model of
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p=P+1%Q (5.1)
q=R+'2Q

(and p + g = 1). The calculation of the gene frequencies from genotype frequencies is
highly important. We shall make recurrent use of these two simple equations in the
chapter. Although the gene frequencies can be calculated from the genotype frequen-
cies (P, Q, R), the opposite is not true: the genotype frequencies cannot be calculated
from the gene frequencies (p, q).

Now that we have defined the key variables, we can see how population geneticists
analyze changes in those variables through time.

An elementary population genetic model has
four main steps

Population geneticists try to answer the following question: if we know the genotype
(or gene) frequencies in one generation, what will they be in the next generation? It
is worth looking at the general procedure before going into particular models. The pro-
cedure is to break down the time from one generation to the next into a series of stages.
We then work out how genotype frequencies are affected at each stage. We can begin
at any arbitrarily chosen starting point in generation n and then follow the genotype
frequencies through to the same point in generation # + 1. Figure 5.1 shows the general
outline of a population genetics model.

We start with the frequencies of genotypes among the adults in generation n. The
first step is to specify how these genotypes combine to breed (called a mating rule); the

Generation n (1)
Mating rule
@)
Mendelian ratios
3)
Add frequencies of each
genotype for all matings
Generation n+ 1 (4)

Any selection by
differential survival
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gene frequencies over time

5.3

second step is to apply the Mendelian ratios (Chapter 2) for each type of mating;
we then add the frequencies of each genotype generated from each type of mating to
find the total frequency of the genotypes among the offspring, at birth, in the next
generation. If the genotypes have different chances of survival from birth to adulthood,
we multiply the frequency of each genotype at birth by its chance of survival to find the
frequency among the adults. When the calculation at each stage has been completed,
the population geneticist’s question has been answered.

Natural selection can operate in two ways: by differences in survival among genotypes
or by differences in fertility. There are two theoretical extremes. At one, the surviving
individuals of all genotypes produce the same number of offspring, and selection oper-
ates only on survival; at the other, individuals of all genotypes have the same survival,
but differ in the number of offspring they produce (that is, their fertility). Both kinds of
selection probably operate in many real cases, but the models we shall consider in this
chapter all express selection in terms of differences in chance of survival. This is not to
suggest that selection always operates only on survival; it is to keep the models simple
and consistent.

The model, in the general form of Figure 5.1, may look rather complicated. How-
ever, we can cut it down to size by making some simplifying assumptions. The first
two simplifying assumptions to consider are random mating and no selection (no
differences in survival between genotypes from stages 4 to 5).

Genotype frequencies in the absence of selection go to
the Hardy-Weinberg equilibrium

We deduce the frequencies of
pairings, with random pairing . . .

We can stay with the case of one genetic locus with two alleles (A and a). The frequencies
of genotypes AA, Aa, and aa are P, Q, and R. Our question is, if there is random mating
and no selective difference among the genotypes, and we know the genotype frequen-
cies in one generation, what will the genotype frequencies be in the next generation?
The answer is called the Hardy—Weinberg equilibrium. Let us see what that means.
Table 5.1 gives the calculation. The mating frequencies follow from the fact that
mating is random. To form a pair, we pick out at random two individuals from the
population. What is the chance of an AA X AA pair? Well, to produce this pair, the first
individual we pick has to be an AA and the second one also has to be an AA. The chance
that the first is an AA is simply P, the genotype’s frequency in the population. In a large
population, the chance that the second one is AA is also P.! The chance of drawing
out two AA individuals in a row is therefore P2 (The frequency of Aa x Aa and aa x aa
matings are likewise Q? and R?, respectively.) Similar reasoning applies for the frequen-
cies of matings in which the two individuals have different genotypes. The chance of

! “Large” populations are not a separate category from “small” ones; populations come in all sizes. The

random effects we consider in Chapter 6 become increasingly important as a population becomes smaller.
However, one rough definition of a large population is one in which the sampling of one individual to form a
mating pair does not affect the genotype frequencies in the population: if one AA is taken out, the frequency of
AA in the population, and the chance of picking another AA, remains effectively P.
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2AA 2 Aa
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2 Aa
1Aa
2Aa

picking an AA and then an Aa (to produce an AA X Aa pair), for example, is PQ; the
chance of picking an AA and then an aa is PR; and so on.

The genotypic proportions in the offspring of each type of mating are given by the
Mendelian ratios for that cross. We can work out the frequency of a genotype in the
next generation by addition. We look at which matings generate the genotype, and add
the frequencies generated by all the matings. Let us work it out for the genotype AA. AA
individuals, Table 5.1 shows, come from AA X AA, AAX Aa (and Aax AA), and Aax Aa
matings. We can ignore all the other types of mating. AA X AA matings have frequency
P?and produce all AA offspring, AA X Aaand Aa X AA matings each have frequency PQ
and produce 50% AA offspring, and Aa X Aa matings have frequency Q* and produce
25% AA offspring. The frequency of AA in the next generation,” P’, is then:

P’=P?+'12PQ+'2PQ+ 4Q? (5.2)
This can be rearranged to:
P’=(P+'2Q) (P+'2Q)

We have seen that (P + '2Q) is simply the frequency of the gene A, p. Therefore:

2 Population geneticists conventionally symbolize the frequency of variables one generation on by writing

a prime. If P is the frequency of genotype AA in one generation, P’ is its frequency in the next; if p is the
frequency of an allele in one generation, p” is its frequency in the next generation. We shall follow this
convention repeatedly in this book.
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The result is the Hardy—Weinberg
equilibrium

The frequency of genotype AA after one generation of random mating is equal to the
square of the frequency of the A gene. Analogous arguments show that the frequencies
of Aa and aa are 2pq and ¢*. The Hardy—Weinberg frequencies are then:

Genotype AA: Aa :aa
Frequency P’ i2pq: ¢

Figure 5.2 shows the proportions of the three different genotypes at different frequen-
cies of the gene a; heterozygotes are most frequent when the gene frequency is 0.5.

The Hardy—Weinberg genotype frequencies are reached after a single generation of
random mating from any initial genotype frequencies. Imagine, for example, two popula-
tions with the same gene frequency but different genotype frequencies. One popula-
tion has 750 AA, 0 Ag, and 250 ag; the other has 500 AA, 500 Aa, and 0 aa. p=0.75 and
q=0.25 in both. After one generation of random mating, the genotype frequencies in
both will become 563 AA, 375 Aa, and 62 aa if the population size remains 1,000.
(Fractions of an individual have been rounded to make the numbers add to 1,000. The
proportions are 9/16, 6/16, and 1/16.) After reaching those frequencies immediately,
in one generation, the population stays at the Hardy—Weinberg equilibrium for as long
as the population size is large, there is no selection, and mating is random.

As we saw in Section 5.1, it is not in general possible to calculate the genotype
frequencies in a generation if you only know the gene frequencies. We can now see that
it is possible to calculate, from gene frequencies alone, what the genotype frequencies
will be in the next generation, provided that mating is random, there is no selection,
and the population is large. If the gene frequencies in this generation are p and ¢, in the
next generation the genotype will have Hardy—Weinberg frequencies.

The proof of the Hardy—Weinberg theorem we have worked through was long-
winded. We worked though it all in order to illustrate the general model of population
genetics in its simplest case. However, for the particular case of the Hardy—Weinberg
equilibrium, a more elegant proof can be given in terms of gametes.



A simpler proof of the Hardy—
Weinberg equilibrium
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Diploid organisms produce haploid gametes. We could imagine that the haploid
gametes are all released into the sea, where they combine at random to form the next
generation. This is called random union of gametes. In the “gamete pool” A gametes
will have frequency p and a gametes frequency g. Because they are combining at
random, an a gamete will meet an A gamete with chance p and an a gamete with chance
q. From the a gametes, Aa zygotes will therefore be produced with frequency pq and
aa gametes with frequency g°. A similar argument applies for the A gametes (which
have frequency p): they combine with a gametes with chance g, to produce Aa zygotes
(frequency pq) and A gametes with chance p to form AA zygotes (frequency p?). If we
now add up the frequencies of the genotypes from the two types of gamete, the Hardy—
Weinberg genotype frequencies emerge. We have now derived the Hardy—Weinberg
theorem for the case of two alleles; the same argument easily extends to three or more
alleles (Box 5.1).

(Some people may be puzzled by the 2 in the frequency of the heterozygotes. It is
a simple combinatorial probability. Imagine flipping two coins and asking what the
chances are of flipping two heads, or two tails, or one head and one tail. The chance of
two heads is (1/2)? and of two tails (1/2)?; the chance of a head and a tail is 2 x (1/2)?,
because a tail then a head, and a head then a tail, both give one head and one tail. The
head is analogous to allele A, the tail to a; two heads to producing an AA genotype, and
one head and one tail to a heterozygote Aa. The coin produces heads with probability
1/2, and is analogous to a gene frequency of p = 1/2. The frequency 2pq for hetero-
zygotes is analogous to the chance of one head and one tail, 2 X (1/2)%. The 2 arises
because there are two ways of obtaining one head and one tail. Likewise there are two
ways of producing an Aa heterozygote: either the A gene can come from the father and
the a from the mother, or the a gene from the father and the A from the mother. The
offspring is Aa either way.)

e had picked (with chance r) an A; allele, we produce
,As, and A;A, zygotes in frequency pr, gr, and 2.
e only way to form the homozygotes A,A;, A,A,, and A;A; is by
icking two of the same kind of gamete and the frequencies are p?,

% and 2. The heterozygotes can be formed from more than one
kind of first gamete and their frequencies are obtained by addition.
The total chance of forming an A,A; zygote is pr + rp=2pr; of
forming an A,A, zygote is pg + gp = 2pg; and of an A,A, zygote is
2gr. The complete Hardy—Weinberg proportions are:

,andr, respectively,  AA;tAA A A IAA, TAATAA,
ncy pg, g% and gr. P> 2pq 2or ¢ 2gr P
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54

We can test, by simple observation, whether genotypes
in a population are at the Hardy-Weinberg equilibrium

Natural populations may or may not
fit the Hardy—Weinberg equilibrium

The Hardy—Weinberg theorem depends on three main assumptions: no selection,
random mating, and large population size. In a natural population, any of these could
be false; we cannot assume that natural populations will be at the Hardy—Weinberg
equilibrium. In practice, we can find out whether a population is at the Hardy—
Weinberg equilibrium for a locus simply by counting the genotype frequencies.
From those frequencies, we first calculate the gene frequencies; then, if the observed
homozygote frequencies equal the square of their gene frequencies, the population is in
Hardy—Weinberg equilibrium. If they do not, it is not.

The MN blood group system in humans is a good example, because the three
genotypes are distinct and the genes have reasonably high frequencies in human
populations. Three phenotypes, M, MN, and N are produced by three genotypes (MM,
MN, NN) and two alleles at one locus. The phenotypes of the MN group, like the better
known ABO group, are recognized by reactions with antisera. The antisera are made
by injecting blood into a rabbit, which then makes an antiserum to the type of blood
that was injected. If the rabbit has been injected with M-type human blood, it produces

=p?=(0.532)2=0.283
VIN = 2pg = 2(0.532) (0.468) = 0.499
of NN = g% = (0.468)> =0.219

ber of MM = p?n =0.283 x 278 = 78.8
umber of MN = 2pgn = 0.499 x 278 = 138.7
d number of NN = g%n = 0.219 x 278 = 60.8



The MN human blood group system

is close to Hardy—Weinberg
equilibrium

The Hardy—Weinberg theorem
matters conceptually, . . .

...inresearch ...

... and in theory
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anti-M serum. Anti-M serum agglutinates blood from humans with one or two M
alleles in their genotypes; likewise anti-N blood agglutinates the blood of humans with
one or two N alleles. Therefore MM individuals are recognized as those whose blood
reacts only with anti-M, NN individuals react only with anti-N, and MN individuals
react with both.

Table 5.2 gives some measurements of the frequencies of the MN blood group
genotypes for three human populations. Are they at Hardy—Weinberg equilibrium?
In European Americans, the frequency of the M gene (calculated from the usual
p=P+12Q relation) is 0.54. If the population is at the Hardy—Weinberg equilibrium,
the frequency of MM homozygotes (p?) will be 2 X 0.54 = 0.2916 (1,787 in a sample
of 6,129 individuals); and the frequency of MN heterozygotes (2pq) will be 2 x 0.54 X
0.46 = 0.497 (3,045 in a sample of 6,129). As the table shows, these are close to the
observed frequencies. In fact all three populations are at Hardy—Weinberg equilibrium.
We shall see in Section 5.6 that the same calculations do not correctly predict the geno-
type frequencies after selection has operated.

The Hardy-Weinberg theorem is important
conceptually, historically, in practical research,
and in the workings of theoretical models

We have just seen how to find out whether a real population is in Hardy—Weinberg
equilibrium. The importance of the Hardy—Weinberg theorem, however, is not mainly
as an empirical prediction. We have no good reason to think that genotypes in natural
populations will generally have Hardy—Weinberg frequencies, because it would require
both no selection and random mating, which are rarely found. The interest of the
theorem lies elsewhere, in three other areas.

One is historical and conceptual. We saw in Section 2.9 (p. 37) how with blending
inheritance the genetic variation in a population is rapidly blended out of existence
and the population becomes genetically uniform. With Mendelian genetics, variation
is preserved and the Hardy—Weinberg theorem gives quantitative demonstration of
that fact. The theorem was published in the first decade of the twentieth century, as
Mendelism was becoming accepted, and it was historically influential in proving to
people that Mendelian inheritance did allow variation to be preserved.

A second interest of the theorem is as a kind of springboard, that launches us toward
interesting empirical problems. If we compare genotype frequencies in a real popula-
tion with Hardy—Weinberg ratios, then if they deviate it suggests something interesting
(such as selection or non-random mating) may be going on, which would merit further
research.

A third interest is theoretical. In the general model of population genetics (Sec-
tion 5.2) there were five stages, joined by four calculations. The Hardy—Weinberg
theorem simplifies the model wonderfully. If we assume random mating, we can go
directly from the adult frequencies in generation 7 to the genotype frequencies at birth
in generation 7 + 1, collapsing three calculations into one (Figure 5.3). If we know the
adult genotype frequencies in generation # (stage 1), we only need to calculate the gene
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Generation n (1)

Generationn+1  (2)

@)

5.6

Hardy-Weinberg
theorem

Differential
survival

Figure 5.3
The general model of population genetics simplified by the
Hardy—Weinberg theorem.

frequencies: the genotype frequencies at birth in the next generation (stage 2) must
then have Hardy—Weinberg frequencies, because the gene frequencies do not change
between the adults of one generation and the newborn members of the next generation.
A simple model of selection can concentrate on how the genotype frequencies are
modified between birth and the adult reproductive stage (from stage 2 to stage 3 of
Figure 5.3).

The simplest model of selection is for one favored
allele at one locus

Population genetic models specify
the fitness of all genotypes

We shall start with the simplest case. It is the case of natural selection operating on only
one genetic locus, at which there are two alleles, one dominant to the other. Suppose
that individuals with the three genotypes have the following relative chances of survival
from birth to the adult stage:

Genotype Chance of survival
AA, Aa 1
aa 1-s

s is a number between 0 and 1, and is called the selection coefficient. Selection
coefficients are expressed as reductions in fitness relative to the best genotype. If s is 0.1
then aa individuals have a 90% chance of survival, relative to 100% for AA and Aa indi-
viduals. These are relative values: in a real case the chance of survival from birth to
reproduction of an individual with the best genotype might be 50%, much less than
100%. If it was 50%, then an s of 0.1 would mean that aa individuals really had a 45%
chance of survival. (The convention of giving the best genotype a relative 100% chance
of survival simplifies the algebra. If you are suspicious, check whether it makes any dif-
ference in what follows if the chances of survival are 50%, 50%, and 45% for AA, Aa,
and aa, respectively, rather than 100%, 100%, and 90%.) The chance of survival is the
fitness of the genotype (we are assuming that all surviving individuals produce the same
number of offspring). Fitnesses are, like the chances of survival, expressed relative to a
figure of 1 for the best genotype. This can be spelled out more by referring to fitnesses as



We construct a model for the
change in gene frequency per
generation
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“relative fitnesses.” However, biologists usually just say “fitness.” With the fitnesses
given above, selection will act to eliminate the a allele and fix the A allele. (To “fix” a
gene is genetic jargon for carry its frequency up to 1. When there is only one gene at a
locus, it is said to be “fixed” or in a state of “fixation.”) If s were 0, the model would
lapse back to the Hardy—Weinberg case and the gene fequencies would be stable.

Notice that alleles do not have any tendency to increase in frequency just because
they are dominant, or to decrease because they are recessive. Dominance and recessiv-
ity only describe how the alleles at a locus interact to produce a phenotype. Changes in
gene frequency are set by the fitnesses. If the recessive homozygote has higher fitness,
the recessive allele will increase in frequency. If, as here, the recessive homozygote has
lower fitness, the recessive allele decreases in frequency.

How rapidly will the population change through time? To find out, we seek an
expression for the gene frequency of A (p”) in one generation in terms of its frequency
in the previous generation (p). The difference between the two, Ap = p” — p, is the
change in gene frequency between two successive generations. The model has the form
of Figure 5.3, and we shall work through both the general algebraic version and a
numerical example (Table 5.3).

To begin with, at birth the three genotypes have Hardy—Weinberg frequencies
as they are produced by random mating among adults of the previous generation.
Selection then operates; aa individuals have a lower chance of survival and their fre-
quency among the adults is reduced. As the numerical example shows (Table 5.3b), the
total number of adults is less than the number at birth and we have to divide the adult
numbers of each genotype by the total population size to express the adult numbers as
frequencies comparable to the frequencies at birth. In the algebraic case, the relative
frequencies after selection do not add up to 1, and we correct them by dividing by the
mean fitness.
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The model predicts the rate of
change in gene frequency as the
superior gene is fixed

Mean fitness = p> + 2pg + ¢*(1 —s) =1 — sq* (5.3)

Dividing by mean fitness in the algebraic case is the same as dividing by the population
size after selection in the numerical example. Notice that now the adult genotype fre-
quencies are not in Hardy—Weinberg ratios. If we tried to predict the proportion of aa
from g2, as in the MN blood group (Section 5.4), we should fail. The frequency of aa is
¢*(1—5)/1—sq* not g2

What is the relation between p” and p? Remember that the frequency of the gene A at
any time is equal to the frequency of AA plus half the frequency of Aa. We have just
listed those frequencies in the adults after selection:

,_Ptpa__p
1-s¢> 1-sg°

(5.4)

(remember p + g = 1, and therefore p*> + pg = p(p + q) = p.) The denominator 1 — sq?* is
less than 1, because s is positive, so p” is greater than p: selection is increasing the fre-
quency of the A gene. We can now derive a result for Ap, the change in gene frequency
in one generation. The algebra looks like this.

P
1-sq

Ap=p'—p= =~ P
_p—p+spg’
1—sq?

2

=P (5.5)

1 — sq?
For example, if p=¢q = 0.5 and aa individuals have fitness 0.9 compared with AA and Aa
individuals (s = 0.1) then the change in gene frequency to the next generation will be
(0.1x0.5x (0.5)2)/(1-0.1x(0.5)%) =0.0128; the frequency of A will therefore increase
to 0.5128.

We can use this result to calculate the change in gene frequency between successive
generations for any selection coefficient (s) and any gene frequency. The result in this
simple case is that the A gene will increase in frequency until it is eventually fixed (that
is, has a frequency of 1). Table 5.4 illustrates how gene frequencies change when selec-
tion acts against a recessive allele, for each of two selection coefficients. There are two
points to notice in the table. One is the obvious one that with a higher selection
coefficient against the aa genotype, the A gene increases in frequency more rapidly. The
other is the more interesting observation that the increase in the frequency of A slows
down when it becomes common, and it would take a long time finally to eliminate the a
gene. This is because the a gene is recessive. When a is rare it is almost always found in
Aa individuals, who are selectively equivalent to AA individuals: selection can no
longer “see” the a gene, and it becomes more and more difficult to eliminate them.
Logically, selection cannot eliminate the one final a gene from the population, because
if there is only one copy of the gene it must be in a heterozygote.



We need to know more to
understand completely the rate of
evolution of whole organs
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Just as equation 5.4 can be used to calculate a gene frequency change given the
fitnesses, so it can be used to calculate the fitnesses given the frequency changes. If
we know the gene frequency in two successive generations then equations 5.4 and 5.5
can be rearranged to:

A
= (5.6)
to finds.

Haldane (1924) first produced this particular model of selection. One important
feature of the model is that it shows how rapidly, in evolutionary time, natural selec-
tion can produce change. When we look at the complex organs and behavior patterns
of living creatures, including ourselves, it is easy to wonder whether there has really
been enough time for them to have evolved in the manner suggested by Darwin’s
theory. To find out, for any particular organ, such as the heart, liver, or brain, we need
answers to two questions: (i) how many genetic changes did its evolution require; and
(i) how long did each change take.

A model like the one in this section gives us an idea of the answer to the second ques-
tion. (We shall look more at the first question in Section 10.5, p. 266.) The fitness differ-
ences of 1-5% in Table 5.4 are small, relative to many of the risks we take though our
lives; but they are enough to carry a gene up from being negligibly rare to being the
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The model can be extended

5.7

majority form in the population in 1,000 to 10,000 generations. On the evolutionary
timescale, 10,000 generations are an eye-blink: too short a period to be resolved in the
fossil record. A quantitative model such as Haldane’s was needed to answer the quanti-
tative question of how rapidly selection can drive evolution.

The model can be extended in various ways. The modifications for different degrees
of dominance, and separate selection on heterozygotes and homozygotes, are con-
ceptually straightforward, though they make the algebra more complex. Other modi-
fications can be made to analyze the other stages in the general picture of Figure 5.1:
to analyze non-random mating, non-Mendelian inheritance, or fitnesses that vary
according to fertility rather than survival. However, for our purposes it is mainly
important to see how an exact model of selection can be built and exact predictions
made from it. The model is simplified, but it can help us to understand a number of real
cases — as we shall now see.

The model of selection can be applied to the
peppered moth

5.7.1

We can estimate the fitness
differences during peppered moth
evolution

Industrial melanism in moths evolved by natural selection

The peppered moth Biston betularia provides one of the best known stories in evolu-
tionary biology (Figure 5.4). In collections made in Britain in the eighteenth century,
the form of the moth was always a light, peppered color. A dark (melanic) form was first
recorded in 1848 near Manchester. That melanic form then increased in frequency until
it made up more than 90% of the populations in polluted areas in the mid-twentieth
century. In unpolluted areas, the light form remained common. Clean air laws were
passed in the mid-twentieth century, and the frequency of the melanic form decreased
in formerly polluted areas.

The peppered moth can be used to illustrate the simple model of the previous sec-
tion. A controversy has grown up about the peppered moth concerning the reason why
the melanic and light-colored moths differed in fitness, although this does not matter
while we are simply estimating fitnesses. The increase in frequency of the melanic form
in polluted areas has classically been explained by bird predation. Some doubts have
been raised about the evidence for this view. Section 5.7.4 looks at the controversy, but
we begin by looking at estimates of fitness. All we need to know for these estimates is
that natural selection is acting — just how it is acting, whether by bird predators or
other factors, is another question.

Before we can apply the theory of population genetics to a character, we need to
know its genetics. Breeding experiments initially suggested that the difference in color
was controlled by one main locus. The original, peppered form was one homozygote
(cc) and the melanic form was another homozygote (CC), and the C allele is dominant.
However, in other experiments the melanic allele was less dominant and the hetero-
zygotes were intermediate; there seem to be a number of different melanic alleles. It may
be that selection initially favored a melanic allele with no or weak dominance, and sub-
sequently some other melanic alleles with stronger dominance. In any case, the degree
of dominance of the melanic allele that was originally favored in the nineteenth century
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Figure 5.4 melanic form, both photographed in a polluted area. (c) and
Peppered moths naturally settle on the undersides of twigs (d) show that peppered forms are well camouflaged in

in higher branches of trees (and not on tree trunks, as is unpolluted areas. Reprinted, by permission of the publisher,
sometimes said). Melanic forms are better camouflaged in from Brakefield (1987).

polluted areas: compare (a) the peppered form and (b) the

is uncertain, and it may have differed from the dominance shown by the melanic alleles
that exist in modern populations.

The first estimates of fitnesses were made by Haldane (1924), and he dealt with the
problem of varying degrees of dominance by making two estimates of fitness, one
assuming that the C allele is dominant and the other assuming that the heterozygote
is intermediate. The real average degree of dominance was probably between the two.
Here we shall look only at the estimate for a dominant C gene.

5.7.2  One estimate of the fitnesses is made using the rate of
change in gene frequencies

What were the relative fitnesses of the genes controlling the melanic and light colora-
tion during the phase from the early nineteenth to the mid-twentieth centuries, while
the melanic form increased in frequency in polluted areas? For the first method we need
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The observed gene frequency
changes suggest s = 0.33

measurements of the frequencies of the different color forms for at least two times. We
can then estimate the gene frequencies from the genotype frequencies, and substitute
them in equation 5.6 to solve s, the selection coefficient.

The melanic form was first seen in 1848; but it was probably not a new muta-
tion then. It probably existed at a low frequency in the population, in what is called
“mutation—selection balance.” Mutation—selection balance means that the gene is dis-
advantageous, and exists at a low frequency determined by a balance between being
formed by mutation and being lost by selection (Section 5.11). We shall see that the fre-
quency of a gene can be calculated from its mutation rate m and its selective disadvant-
age s. The values of m and s are unknown for the gene in the early nineteenth century.
However, typical mutation rates for genes are about 107 and a selective disadvantage of
about 10% for the melanic mutants in preindustrial times may be approximately cor-
rect. With these figures, and using equation 5.9 below, the melanic C gene would have
had a frequency of 107> up to the year 1848. By 1898, the frequency of the light-colored
genotype was 1-10% in polluted areas (it was not more than 5% near the industrial city
of Manchester, for example, implying a gene frequency of about 0.2). There would have
been about 50 generations between 1848 and 1898.

We now know all we need. What selective coefficient would generate an increase
in its frequency from 107 to 0.8 in 50 generations? Equation 5.6 gives the selection
coefficient in terms of gene frequencies in two successive generations, but between
1848 and 1898 there would have been 50 generations. The formula therefore has to be
applied 50 times over, which is most easily done by computer. A change from 10~ to

0.8 in 50 generations, it turns out, requires s = 0.33: the peppered moths had two-thirds
the survival rate of melanic moths (Table 5.5). The calculations are rough, but they
show how fitness can be inferred from the observed rate of change in gene frequency.
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Mark-recapture experiments
suggests=0.57
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1.15/1.15=1
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53 46
1.26 0.69

1.26/1.26 =1 0.69/1.26 = 0.55

A second estimate of the fitnesses is made from the
survivorship of the different genotypes in mark—
recapture experiments

The estimate of fitness can be checked against other estimates. The gene frequency
change was (and still is) thought to be produced by survival differences between the
two forms of moth in nature, rather than differential fertility. We can measure the
rate of survival of the two forms in nature, and see how they differ. Kettlewell (1973)
measured survival rates by mark-recapture experiments in the field. He released
melanic and light-colored peppered moths in known proportions in polluted and
unpolluted regions, and then later recaught some of the moths (which are attracted to
mercury vapor lamps). He counted the proportions of melanic and light-colored
moths in the moths recaptured from the two areas.

Table 5.6 gives some results for two sites, Birmingham (polluted) and Deanend
Wood, an unpolluted forest in Dorset, UK. The proportions in the recaptured moths
are as we would expect: more light-colored moths in the Deanend Wood samples and
more melanic moths in the Birmingham samples. In Birmingham, melanic moths were
recaptured at about twice the rate of light-colored ones, implying s = 0.57. This is a
higher fitness difference than the s=0.33 implied by the change in gene frequency.
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5.7.4

Peppered moth evolution is
classically explained by bird
predation

Some of the classic experiments
have been criticized

The discrepancy is unsurprising because both estimates are uncertain; it could have
a number of causes. Possible causes include sampling error in the mark-recapture
experiments (the numbers in Table 5.6 are small) and errors in the assumptions of the
estimate from gene frequency changes. For instance, the initial gene frequency may
have been less than 107. Also, the relative fitness of the two moth forms probably
changed over time and moths may have migrated between polluted and unpolluted
areas. Whatever the cause of the discrepancy, the two calculations do illustrate two
important methods of estimating fitness.

The selective factor at work is controversial, but bird predation
was probably influential

So far we have concentrated on estimating fitnesses, and have ignored the factors
that cause the fitness difference between the melanic and light-colored forms of the
moth. The material thus far is uncontroversial. The gene frequency changes have
undoubtedly occurred, and provide an excellent example of evolution by natural
selection. Now we can move on to ask what the agent, or agents, of natural selection
were in this example.

The classic answer, due to the research of Kettlewell (1973), has been bird predation.
The light-colored form is better camouflaged in unpolluted woods and therefore less
likely to be eaten by visually hunting birds. But smoke pollution killed the lichens that
covered the trees, after which the melanic form was better camouflaged (Figure 5.4).
Several lines of evidence support Kettlewell’s explanation. Birds do eat the moths,
and have been photographed in the act. Birds also have been shown to take more of
the poorly camouflaged form, in various experimental set-ups. Also, the gene fre-
quency changes closely match the rise and fall of air pollution. The melanic form
increased in frequency following the industrial revolution, and then decreased in
frequency after air pollution decreased in the late twentieth century. Indeed, the case
for Kettlewell’s explanation is arguably now stronger than when he worked. The
decrease in frequency of the melanic form has become particularly clear from 1970 to
2000, adding a new line of evidence that was unavailable to Kettlewell (whose main
work was in the 1950s).

However, not everyone accepts that bird predation is the selective agent. Some of
Kettlewell’s research has itself been criticized. We looked above at fitness estimates
from gene frequency changes and from mark-recapture experiments. Kettlewell and
others also estimated fitnesses by pinning out dead moths of the two forms on tree
trunks in polluted and unpolluted areas. He then measured how many moths of each
form disappeared over time. These experiments were particularly criticized after it was
discovered in the 1980s that peppered moths do not naturally settle on tree trunks,
but on the higher branches and twigs of trees (Figure 5.4). Other criticisms were also
made. However, Kettlewell’s case does not depend on these pin-out experiments. As we
saw, he also did mark-recapture experiments in which he released live moths. Those
moths presumably settled, and behaved, in a natural manner. The results of all the
experiments — pin-outs and mark-recapture — were similar, so the fact that the moths
were pinned out in the wrong place did not bias the fitness estimates.



The fitness estimates have been
repeated many times

Other factors have been suggested
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Figure 5.5

Frequency of melanic and light-colored forms of the peppered
moth in different parts of Britain when the frequency of the
melanic form was near its peak. The green part of each pie
diagram is the frequency of the melanic form in that area.
Melanic moths are generally higher in industrial areas, such

as central England; but note the high proportion in East Anglia.
Melanic frequencies have subsequently decreased (see Figure 5.6,
for instance). Redrawn, by permission of the publisher, from Lees
(1971).

Cook (2000) reviewed about 30 experimental fitness estimates, done by several
teams of biologists,? and they all gave similar results. The fitness estimates for the two
forms of the peppered moth are about the most repeated result in evolutionary biology,
and do not depend on the details of any particular experiment. The repeated results
amount to an almost overwhelming case that the rise and fall of the melanic form of the
peppered moth depended on air pollution. The evidence that air pollution exerted its
effect via bird predation is also strong, if not overwhelming.

Evidence has also been put forward for other factors, in addition to bird predation.
Migration is one extra factor. The geographic distribution of the two forms does not
exactly fit Kettlewell’s theory. The melanic form, for example, had a frequency of up to
80% in East Anglia, where pollution is low (Figure 5.5). And in some polluted areas, the
dark form did not seem to have a high enough frequency. It never exceeded about 95%
even though it was clearly better camouflaged and ought for that reason to have had a
frequency of 100%. However, male moths can fly long distances to find females, and a
male peppered moth mates on average 1.5 miles (2.5 km) away from where it is born.

3 Tthas even been suggested that Kettlewell faked his results. The charge has only been supported by indirect
evidence that is open to innocent interpretations. But however that may be, Kettlewell’s explanation for evolu-
tion in the peppered moth — bird predation — does not depend on Kettlewell’s own research. His results have
been independently repeated.
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The melanic form may have an
“inherent” advantage

But the decrease in melanic
frequency since the air became
cleaner supports the classic
explanation

Year

publisher, from Cook et al. (1999).

Migration may explain why melanic moths are found in some unpolluted areas such as
East Anglia and why light-colored moths persisted in polluted areas where they were
less well camouflaged.

A second additional factor is that the two forms may differ in fitness independently
of bird predation. Creed et al. (1980) collected all the measurements that had been made
on survival to adulthood in the laboratory. They analyzed the results of 83 broods,
containing 12,569 offspring; the original measurements had been made by many dif-
ferent geneticists in the previous 115 years. The viability of light-colored homozygotes,
it turned out, was about 30% less on average than that of the melanic homozygote in
the laboratory, where there is no bird predation — the reason is not known, but the fact
alone implies there is some “inherent” advantage to the melanic genotype. The fitness
advantage detected in the lab implies that melanic moths would replace light ones even
without bird predation in polluted areas. In unpolluted areas, light-colored moths may
remain only because birds eat more of the conspicuous melanic moths.

Some biologists have suggested that three factors — bird predation, inherent
advantage to melanic genotypes, and migration — are needed to explain peppered moth
evolution. The importance of migration in addition to bird predation is generally
accepted, but the inherent advantage to the melanic form is controversial. Since the
measurements compiled in Creed et al. (1980) were made, the decrease in the melanic
form’s frequency has been more and more widely documented. The decrease did not
happen around the formerly industrial Manchester region until the 1990s (Figure 5.6).
The decrease makes sense if the advantage to the melanic form depends on air pollu-
tion, but not if it has an inherent advantage. Therefore, other biologists explain the
observations in terms of bird predation (supplemented by migration) alone, and rule
out the inherent advantage.

In conclusion, the industrial melanism of the peppered moth is a classic example
of natural selection. It can be used to illustrate the one-locus, two-allele model of
selection. The model can be used to make a rough estimate of the difference in fitness
between the two forms of moth using their frequencies at different times; the fitnesses
can also be estimated from mark-recapture experiments. Good evidence exists that
bird predation is at least partly the agent of selection, but some biologists suggest other
factors are at work too.
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Pesticide resistance in insects is an example of
natural selection

Pests, such as mosquitoes, evolve
resistance to pesticides, such as
DDT

The fitnesses can be estimated, . . .
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Malaria is caused by a protozoan blood parasite (Section 5.12.2), and humans are
infected with it by mosquitoes (family Culicidae — genera include Aedes, Anopheles,
Culex). It can therefore be prevented by killing the local mosquito population, and
health workers have recurrently responded to malarial outbreaks by spraying insecti-
cides such as DDT in affected areas. DDT, sprayed on a normal insect, is a lethal nerve
poison. When it is first sprayed on a local mosquito population, the population goes
into abrupt decline. What happens then depends on whether DDT has been sprayed
before.

On its first use, DDT is effective for several years; in India, for example, it remained
effective for 10—11 years after its first widespread use in the late 1940s. DDT, on a global
scale, was one reason why the number of cases of malaria reduced to 75 million or so
per year by the early 1960s. But by then, DDT-resistant mosquitoes had already begun
to appear. DDT-resistant mosquitoes were first detected in India in 1959, and they have
increased so rapidly that when a local spray program is begun now, most mosquitoes
become resistant in a matter of months rather than years (Figure 5.7). The malarial
statistics reveal the consequence. The global incidence of the disease almost exploded,
up to somewhere between 300 and 500 million people at present. Malaria currently kills
over 1 million people per year, mainly children aged 1-4 years. Pesticide resistance was
not the only reason for the increase, but it was important.

DDT becomes ineffective so quickly now because DDT-resistant mosquitoes exist at
a low frequency in the global mosquito population and, when a local population is
sprayed, a strong force of selection in favor of the resistant mosquitoes is immediately
created. It is only a matter of time before the resistant mosquitoes take over. A graph
such as Figure 5.7 allows a rough estimate of the strength of selection. As for the
peppered moth, we need to understand the genetics of the character, and to measure
the genotype frequencies at two or more times. We can then use the formula for gene
frequency change to estimate the fitness.

Observations

® Means of the clusters

Figure 5.7

Increase in frequency of pesticide resistance in mosquitoes

(Anopheles culicifacies) after spraying with DDT. A sample of

mosquitoes was captured at each time indicated and the number
L | that were killed by a standard dose of DDT (4% DDT for 1 hour)

10 12
Months

14 16 18 20 22 in the laboratory was measured. Redrawn, by permission of the
publisher, from Curtis et al. (1978).
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... given certain assumptions

The selection coefficient s = 0.5

We have to make a number of assumptions. One is that resistance is controlled by a
single allele (we shall return to this below). Another concerns the degree of dominance:
the allele conferring resistance might be dominant, recessive, or intermediate, relative
to the natural susceptibility allele. The case of dominant resistance is easiest to under-
stand. (If resistance is recessive we follow the same general method, but the exact result
differs.) Let us call the resistance allele R and the susceptibility allele r. All the
mosquitoes that die, in the mortality tests used in Figure 5.7, would then have been
homozygous (rr) for susceptibility. Assuming (for simplicity rather than exact accur-
acy) Hardy—Weinberg ratios, we can estimate the frequency of the susceptibility gene as
the square root of the proportion of mosquitoes that die in the tests. The selection
coefficients are defined as follows, where fitness is measured as the chance of survival
in the presence of DDT:

Genotype RR Rr rr
Fitness 1 1 1-s

If we define p as the frequency of R and q as the frequency of r, equation 5.5 again gives
the change in gene frequency: selection is working against a recessive gene. Figure 5.7
shows the decline in frequency of the susceptible mosquitoes, which are the recessive
homozygotes. We therefore need a formula for the change in q in one generation (Aq),
rather than Ap (as on p. 106). The decrease in q is the mirror image of the increase in p,
and we just need to put a minus sign in front of equation 5.5:

_ —spq?

Ag =
1 1-sq?

(5.7)

The generation time is about 1 month. (The generations of mosquitoes overlap,
rather than being discrete as the model assumes; but the exact procedure is similar in
either case, and we can ignore the detailed correction for overlapping generations.)
Table 5.7 shows how the genotype frequencies were read off Figure 5.7 in two stages,
giving two estimates of fitness. Again, the formula for one generation has to be applied

icifacies, from
. The estimate assumes the

Selection coefficient

0.4
0.55




Figure 5.8

The mortality of mosquitos
(Culex quinquifasciatus) of
three genotypes at alocus
when exposed to various
concentrations of permethrin.
The susceptible homozygote
(8S) dies at lower
concentrations of the poison
than the resistant homozygote
(RR). The heterozygote (RS)
has intermediate resistance.
Redrawn, by permission of the
publisher, from Taylor (1986).

The real genetics of resistance is
known in some cases

The theory has practical
applications
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recurrently, for 8.25 and 4.5 generations in this case, to give an average fitness for the
genotypes through the period. It appears that in Figure 5.7 the resistant mosquitoes had
about twice the fitness of the susceptible ones — which is very strong selection.

The genetics of resistance in this case are not known, and the one-locus, two-allele
model is an assumption only; but they are understood in some other cases. Resistance is
often controlled by a single resistance allele. For example, Figure 5.8 shows that the
resistance of the mosquito Culex quinquifasciatus to permethrin is due to a resistance
(R) allele, which acts in a semidominant way, with heterozygotes intermediate between
the two homozygotes. In houseflies, resistance to DDT is due to an allele called kdr. kdr
flies are resistant because they have fewer binding sites for DDT on their neurons. In
other cases, resistance may be due not to a new point mutation, but to gene amplifica-
tion. Culex pipiens, for instance, in one experiment became resistant to an organophos-
phate insecticide called temephos because individuals arose with increased numbers of
copies of a gene for an esterase enzyme that detoxified the poison. In the absence of
temephos, the resistance disappeared, which suggests that the amplified genotype has
to be maintained by selection. A number of mechanisms of resistance are known, and
Table 5.8 summarizes the main ones that have been identified.

When an insect pest has become resistant to one insecticide, the authorities often
respond by spraying it with another insecticide. The evolutionary pattern we have seen
here then usually repeats itself, and on a shorter timescale. On Long Island, New York,
for example, the Colorado potato beetle (Leptinotarsa septemlineata) was first attacked
with DDT. It evolved resistance to it in 7 years. The beetles were then sprayed with
azinphosmethyl, and evolved resistance in 5 years; next came carbofuran (2 years),
pyrethroids (another 2 years), and finally pyrethroids with synergist (1 year). The
decreasing time to evolve resistance is probably partly due to detoxification mechan-
isms that work against more than one pesticide. Pesticides cost money to develop, and
the evolution of resistance reduces the economic lifetime of a pesticide. Box 5.2 looks at
how the lifetime of a pesticide may be lengthened by slowing the evolution of resistance.

Insecticide resistance matters not only in the prevention of disease, but also in farm-
ing. Insect pests at present destroy about 20% of world crop production, and it has been
estimated that in the absence of pesticides as much as 50% would be lost. Insect pests
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Fitness can be measured . . .

Organophosphates

Organophosphates
Carbamates

DDT

Pyrethroids

Cyclodienes (organochlorines)

Most insecticides

are a major economic and health problem. The evolution of resistance to pesticides
causes misery to millions of people, whether through disease or reduced food supply.
The fact that insects can rapidly evolve resistance is not the only problem with using
pesticides against pests — the pesticides themselves (as is well known) can cause ecolog-
ical side effects that range from the irritating to the dangerous. But however that may
be, pesticides did not exist during the hundreds of millions of years that insects lived
for before they were introduced in the 1940s, and the rapid evolution since then of
resistance to pesticides provides a marvellously clear example of evolution by natural
selection (Section 10.7.3, p. 276, extends the story, and Box 8.1, p. 213, looks at drug
resistance in the malaria organism itself).

Fitnesses are important numbers in evolutionary
theory and can be estimated by three main methods

The fitness of a genotype, in the theory and examples we have met, is its relative
probability of survival from birth to adulthood. The fitness also determines the change
in gene frequencies between generations. These two properties of fitness allow two
methods of measuring it.
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the resistant genotype will

ot be so high, relative to the non-
tant genotype, as it would be if the

pesticide were applied indiscriminately
in the whole region.
Rausher (2001) refers to the com-
bination of these two policies as the
“high dose/refuge strategy.” However,
a the strategy requires certain conditions
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resistance, even in theory, and very little
practical work has been done to test it.
Currently, it is a research problem for
the future. However, the idea does
illustrate how the evolutionary models
of this chapter can have practical ap-
plications. The economic value of these
models could even turn out to be huge.

Further reading: Rausher (2001).

... by relative survival within a
generation . . .

The first method is to measure the relative survival of the genotypes within a genera-
tion. Kettlewell’s mark-recapture experiment with the peppered moth is an example. If
we assume that the relative rate of recapture of the genotypes is equal to their relative
chance of survival from egg to adulthood, we have an estimate of fitness. The assump-
tion may be invalid. The genotypes may, for instance, differ in their chances of survival
at some stage of life other than the time of the mark—recapture experiment. If the sur-
vival of adult moths is measured by mark-recapture, any differences among genotypes
in survival at the egg and caterpillar stages will not be detected. Also, the genotypes may
differ in fertility: fitnesses estimated by differences in survival are only accurate if all the
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... orrate of gene frequency
change between generations

... or other methods

5.10

genotypes have the same fertility. These assumptions can all be tested by further work.
For instance, survival can be measured at the other life stages too, and fertility can also
be assessed. In a few cases, lifetime fitnesses have been measured comprehensively, by
tracing survival and reproduction from birth to death.

The second method is to measure changes in gene frequencies between generations.
We then substitute the measurements into the formula that expresses fitness in terms
of gene frequencies in successive generations (equation 5.6). Both methods have been
used in many cases; the main problems are the obvious difficulties of accurately measur-
ing survival and gene frequencies, respectively. Apart from them, in the examples we
considered there were also difficulties in understanding the genetics of the characters: we
need to know which phenotypes correspond to which genotypes in order to estimate
genotype fitnesses.

We shall meet a third method of estimating fitness below, in the case of sickle cell
anemia (see Table 5.9, p. 126). It uses deviations from the Hardy—Weinberg ratios. It
can be used only when the gene frequencies in the population are constant between the
stages of birth and adulthood, but the genotypes have different survival. It therefore
cannot be used in the examples of directional selection against a disadvantageous gene
that we have been concerned with so far, because in them the gene frequency in the
population changes between birth and adult stages.

We have discussed the inference of fitness in detail because the fitnesses of different
genotypes are among the most important variables — perhaps the most important
variables — in the theory of evolution. They determine, to a large extent, which genotypes
we can expect to see in the world today. The examples we have looked at, however,
illustrate that fitnesses are not easy to measure. We require long time series and large
sample sizes, and even then the estimates may be subject to “other things being equal”
assumptions. Therefore, despite their importance, they have been measured in only a
small number of the systems that biologists are interested in. (That does not mean that
the absolute number of such studies is small. A review of research on natural selection
in the wild by Endler in 1986 contains a table (24 pages long) listing all the work he had
located. Fitnesses have only been measured in a minority — an unknown minority — of
those 24 pages’ worth of studies of natural selection, but the number could still be
non-trivial.) Many unsolved controversies in evolutionary biology implicitly concern
values of fitnesses, but in systems in which it has not been possible to measure fitnesses
directly with sufficient accuracy or in a sufficiently large number of cases. The con-
troversy about the causes of molecular evolution in Chapter 7 is an example. When
we come to discuss controversies of this sort it is worth bearing in mind what would
have to be done to solve them by direct measurements of fitness.

Natural selection operating on a favored allele at
asingle locus is not meant to be a general model
of evolution

Evolutionary change in which natural selection favors a rare mutation at a single
locus, and carries it up to fixation, is one of the simplest forms of evolution. Sometimes
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evolution may happen that way. But things can be more complicated in nature. We
have considered selection in terms of different chances of survival from birth to adult-
hood; but selection can also take place by differences in fertility, if individuals of differ-
ent genotypes — after they have survived to adulthood — produce different numbers of
offspring. The model had random mating among the genotypes: but mating may be
non-random. Moreover, the fitness of a genotype may vary in time and space, and
depend on what genotypes are present at other loci (a subject we shall deal with in
Chapter 8). Much of evolutionary change probably consists of adjustments in the
frequencies of alleles at polymorphic loci, as fitnesses fluctuate through time, rather
than the fixation of new favorable mutations.

These complexities in the real world are important, but they do not invalidate — or
trivialize — the one-locus model. For the model is intended as a model. It should be
used as an aid to understanding, not as a general theory of nature. In science, it is a good
strategy to build up an understanding of nature’s complexities by considering simple
cases first and then building on them to understand the complex whole. Simple ideas
rarely provide accurate, general theories; but they often provide powerful paradigms.
The one-locus model is concrete and easy to understand and it is a good starting point
for the science of population genetics. Indeed, population geneticists have constructed
models of all the complications listed in the previous paragraph, and those models are
all developments within the general method we have been studying.

A recurrent disadvantageous mutation will evolve
to a calculable equilibrial frequency

A disadvantageous mutation may
arise recurrently

The model of selection at one locus revealed how a favorable mutation will spread through
apopulation. But what about unfavorable mutations? Natural selection will act to elim-
inate any allele that decreases the fitness of its bearers, and the allele’s frequency will
decrease at a rate specified by the equations of Section 5.6; but what about a recurrent
disadvantageous mutation that keeps arising at a certain rate? Selection can never
finally eliminate the gene, because it will keep on reappearing by mutation. In this case,
we can work out the equilibrial frequency of the mutation: the equilibrium is between the
mutant gene’s creation, by recurrent mutation, and its elimination by natural selection.

To be specific, we can consider a single locus, at which there is initially one allele,
a. The gene has a tendency to mutate to a dominant allele, A. We must specify the
mutation rate and the selection coefficient (fitness) of the genotypes: define m as the
mutation rate from a to A per generation. We will ignore back mutation (though actu-
ally this assumption does not matter). The frequency of a is ¢, and of A is p. Finally, we
define the fitnesses as follows:

Genotype aa Aa AA
Fitness 1 1-s 1-s

Evolution in this case will proceed to an equilibrial frequency of the gene A (we can
write the stable equilibrium frequency as p*). If the frequency of A is higher than the
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We construct a model of the
gene frequency of a recurrent
disadvantageous mutation

The disadvantageous mutation has
a low equilibrium frequency . . .

equilibrium, natural selection removes more A genes than mutation creates and the
frequency decreases; vice versa if the frequency is lower than the equilibrium. At the
equilibrium, the rate of loss of A genes by selection equals their rate of gain by mutation.

We can use that statement to calculate the equilibrial gene frequency p*. What is the
rate per generation of creation of A genes by mutation? Each new A gene originates by
mutation from an a gene and the chance that any one a gene mutates to an A gene is the
mutation rate m. A proportion (1 — p) of the genes in the population are a genes.
Therefore:

Total rate of creation of A genes by mutation = m(1 —p)

And what is the rate at which A genes are eliminated? Each A gene has a (1 —s) chance of
surviving, or an s chance of dying. A proportion p of the genes in the population are A.
Therefore:

Total rate of loss of A genes by selection = ps
At the equilibrium gene frequency (p*):

Rate of gain of A gene =rate of loss of A gene

m(l—p*)=p*s (5.8)
Which can be multiplied out:

m—mp* =p*s
pr=m/(s+m)

Of the two terms in the denominator, the mutation rate (maybe 107, Section 2.6, p. 32)
will usually be much less than the selection coefficient (perhaps 107! or 1072). With
these values s + m = s and the expression is therefore usually given in the approximate
form:

pr=m/s (5.9)

The simple result is that the equilibrium gene frequency of the mutation is equal to
the ratio of its mutation rate to its selective disadvantage. The result is intuitive: the
equilibrium is the balance between the rates of creation and elimination of the gene. To
obtain the result, we used an argument about an equilibrium. We noticed that at the
equilibrium the rate of loss of the gene equals the rate of gain and used that to work out
the exact result. This is a powerful method for deriving equilibria, and we shall use an
analogous argument in the next section.

The expression p = m/s allows a rough estimate of the mutation rate of a harmful
mutation just from a measurement of the mutant gene’s frequency. If the mutation is
rare, it will be present mainly in heterozygotes, which at birth will have frequency 2pq.
If pis small, g = 1 and 2pq = 2p. N is defined as the frequency of mutant bearers, which
equals the frequency of heterozygotes: i.e., N = 2p. As p = m/s, m = sp; if we substitute



... which can sometimes be used
to estimate the mutation rate

5.12

CHAPTER 5 / The Theory of Natural Selection | 123

p=N/2,m=sN/2.If the mutation is highly deleterious, s = 1 and m = N/2. The mutation
rate can be estimated as half the birth rate of the mutant type. The estimate is clearly
approximate, because it relies on a number of assumptions. In addition to the assump-
tions of high s and low p, mating is supposed to be random. We usually have no means
of checking whether it is.

Chondrosdystrophic dwarfism is a dominant deleterious mutation in humans. In
one study, 10 births out of 94,075 had the gene, a frequency of 10.6 x 107>, The estimate
of the mutation rate by the above method is then 7= 5.3 X 107>, However, it is possible
to estimate the selection coefficient, enabling a more accurate estimate of the mutation
rate. In another study, 108 chondrodystrophic dwarves produced 27 children; their
457 normal siblings produced 582 children. The relative fitness of the dwarves was
(27/108)/(582/457) = 0.196; the selection coefficient s = 0.804. Instead of assuming
s=1, we can use s = 0.804. Then the mutation rate is sN/2 = 4.3 X 107, a rather lower
figure because with lower selection the same gene frequency can be maintained by a
lower mutation rate.

For many genes, we do not know the dominance relations of the alleles at the locus. A
similar calculation can be done for a recessive gene, but the formula is different, and it
differs again if the mutation has intermediate dominance. We can only estimate the
mutation rate from p =m/s if we know the mutation is dominant. The method is there-
fore unreliable unless its assumptions have been independently verified. However, the
general idea of this section — that a balance between selection and mutation can exist
and explain genetic variation — will be used in later chapters.

Heterozygous advantage

5.12.1

In some cases, heterozygotes have
higher fitness than homozygotes

Selection can maintain a polymorphism when the heterozygote
is fitter than either homozygote

We come now to an influential theory. We are going to consider the case in which the
heterozygote is fitter than both homozygotes. The fitnesses can be written:

Genotype AA Aa aa
Fitness 1-s 1 1—-t

t, like s, is a selection coefficient and has a value between 0 and 1. What happens here?
There are three possible equilibria, but two of them are trivial. p=1 and p = 0 are stable
equilibria, but only because there is no mutation in the model. The third equilibrium is
the interesting one; it has both genes present, and we can calculate the equilibrial gene
frequencies by a similar argument to the one outlined in the previous section. The
condition in which a population contains more than one gene is called polymorphism.
A genes and a genes are both removed by selection. The A genes are removed because
they appear in the inferior AA homozygotes and the a genes because they appear in
aa homozygotes. At the equilibrium, both genes must have the same chance of being
removed by selection. If an A gene has a higher chance of being removed than an a gene,
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We construct a model of gene
frequencies with heterozygous
advantage

5.12.2

Sickle cell anemia illustrates the
theory

the frequency of a is increasing, and vice versa. Only when the chance is the same for
both will the gene frequencies be stable.

What is the chance that an A gene will be carried by an individual who will die with-
out reproducing? An A gene is either (with chance g) in a heterozygote and survives or
(with chance p) in an AA homozygote and has a chance s of dying. Its total chance of
dying is therefore ps. An a gene similarly is either (with chance p) in a heterozygote and
survives or (with chance q) in an aa homozygote and has chance  of dying: its chance of
death is gt. At the equilibrium,

Chance of death of an A gene = chance of death of an a gene

prs=q't (5.10)
Substitute prs=(1—-p*)t
and rearrange pr=t/(s+1) (5.11)

Similarly if we substitute g = (1 —p), g¢* = s/(s + t). Now we have derived the equilib-
rial gene frequencies when both homozygotes have lower fitness than the heterozygote.
The equilibrium has all three genotypes present, even though the homozygotes are
inferior and are selected against. They continue to exist because it is impossible to
eliminate them. Matings among heterozygotes generate homozygotes. The exact gene
frequency at equilibrium depends on the relative selection against the two homo-
zygotes. If, for instance, AA and aa have equal fitness, then s =t and p = Y2 at equilib-
rium. If AA is relatively more unfit than aa then s > tand p < '/2; there are fewer of the
more strongly selected against genotypes.

When heterozygotes are fitter than the homozygotes, therefore, natural selection
will maintain a polymorphism. The result was first proved by Fisher in 1922 and
independently by Haldane. We shall come later to consider in more detail why genetic
variability exists in natural populations, and heterozygous advantage will be one of
several controversial explanations to be tested.

Sickle cell anemia is a polymorphism with
heterozygous advantage

Sickle cell anemia is the classic example of a polymorphism maintained by hetero-
zygous advantage. It is a nearly lethal condition in humans, responsible for about
100,000 deaths a year. It is caused by a genetic variant of a-hemoglobin. If we symbolize
the normal hemoglobin allele by A and the sickle cell hemoglobin by S, then people
who suffer from sickle cell anemia are SS. Hemoglobin S causes the red blood cells to
become curved and distorted (sickle shaped); they can then block capillaries and cause
severe anemia if the blocked capillary is in the brain. About 80% of SS individuals die
before reproducing. With such apparently strong selection against hemoglobin S it was
a puzzle why it persisted at quite high frequencies (10% or even more) in some human
populations.

If we compare a map of the incidence of malaria with a map of the gene frequency
(Figure 5.9), we see that they are strikingly similar. Perhaps hemoglobin S provides



Figure 5.9

The global incidence of malaria
coincides with that of the sickle
cell form of hemoglobin. (a) A
map of the frequency of the S
allele of hemoglobin. (b) A map
of malarial incidence. Redrawn,
by permission of the publisher,
from Bodmer & Cavalli-Sforza
(1976).

Sickle cell hemoglobin confers
resistance to malaria
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some advantage in malarial zones. Allison (1954) showed that, although SS is almost
lethal, the heterozygote AS is more resistant to malaria than the homozygote AA.
(Allison’s was the first demonstration of natural selection at work in a human popula-
tion.) The full reason was discovered later — AS red blood cells do not normally sickle,
but they do if the oxygen concentration falls. When the malarial parasite Plasmodium
falciparum enters a red blood cell it destroys (probably eats) the hemoglobin, which
causes the oxygen concentration in the cell to go down. The cell sickles and is destroyed,
along with the parasite. The human survives because most of the red blood cells are
uninfected and carry oxygen normally. Therefore, where the malarial parasite is com-
mon, AS humans survive better than AA, who suffer from malaria.

Once the heterozygote had been shown physiologically to be at an advantage, the
adult genotype frequencies can be used to estimate the relative fitnesses of the three
genotypes. The fitnesses are:
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We deduce selection coefficients of
0.12and 0.86

Fitness

0.155/1.12=0.14=1-t
1.12/1.12=1.00
0.983/1.12=0.88=1-5

ency of S =frequency of SS + /2 (frequency of SA) = (29 +
uency of A allele=1—0.123 = 0.877. From the Hardy-Weinberg
ies are (0.123)? x 12,387, 2(0.877)(0.123) x 12,387, and (0.877) x

Genotype AA AS SS
Fitness 1-s 1 1-t

If the frequency of gene A = p and of gene S = g, then the relative genotype frequencies
among adults will be p?(1 —s) : 2pq : ¢*(1 — t). If there were no selection (s=t=0), the
three genotypes would have Hardy—Weinberg frequencies of p?: 2pq : g%

Selection causes deviations from the Hardy—Weinberg frequencies. Take the geno-
type AA as an example. The ratio of the observed frequency in adults to that predicted
from the Hardy—Weinberg ratio will be (1 — s)/1. The frequency expected from the
Hardy—Weinberg principle is found by the usual method: the expected frequency is p?,
where p is the observed proportion of AA plus half the observed proportion of AS. Table
5.9 illustrates the method for a Nigerian population, where s = 0.12 (1 — s =0.88) and
t=0.86 (1-t=0.14).

The method is only valid if the deviation from Hardy—Weinberg proportions is
caused by heterozygous advantage and the genotypes differ only in their chance of
survival (not their fertility). If heterozygotes are found to be in excess frequency in a
natural population, it may indeed be because the heterozygote has a higher fitness.
However, it could also be for other reasons. Disassortative mating, for instance,
can produce the same result (in this case, disassortative mating would mean that aa
individuals preferentially mate with AA individuals). But for sickle cell anemia, the
physiological observations showed that the heterozygote is fitter and the procedure is
well justified. Indeed, in this case, although it has not been checked whether mating is
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random, the near lethality of SS means that disassortative mating will be unimportant;
however, the assumption that the genotypes have equal fertility may well be false.

The fitness of a genotype may depend on its frequency

In host—parasite relations, the
fitness of a genotype may depend
on frequency

Snails and their parasite provide an
example

Figure 5.10
Frequency-dependent
selection. (a) Negative
frequency-dependent fitness
means that the fitness of a
genotype decreases as the
frequency of the genotype
increases. (b) Positive
frequency-dependent fitness
means that the fitness of a
genotype goes up as its
frequency increases. In general,
frequency dependence refers to
any case in which the graph is
anything other than flat. A flat
line, with fitness constant for all
genotype frequencies, means
that selection is not frequency
dependent.

The next interesting complication is to consider selection when the fitness of a geno-
type depends on its frequency. In the models we have considered so far, the fitness of
a genotype (1, 1 — s, or whatever) was constant, regardless of whether the genotype
was rare or common. Now we consider the possibility that the fitness of a genotype
goes up or down as the genotype frequency increases in the population (Figure 5.10).
Frequency-dependent selection means that natural selection is acting and the fitnesses
of the genotypes vary with the frequency of the genotypes. The two main kinds are
negative frequency dependence, in which the fitness of a genotype goes down as its
frequency goes up, and positive frequency dependence, in which the fitness of a genotype
goes up as its frequency goes up.

Negative frequency dependence can arise in host—parasite interactions. For instance,
two genotypes of a host may differ in their ability to keep out two genotypes of a para-
site. This kind of set-up is like a lock and key. It is as if the two host genotypes are like
two different locks, and the two parasite genotypes are like two different keys. One of
the parasite keys fits one of the host locks and the other parasite key fits the other host
lock. Then, if one of the host genotypes is in high frequency, natural selection will favor
the parasite genotype that can penetrate that common kind of host. The result is that
a high frequency automatically brings a disadvantage to a host genotype, because it
creates an advantage for the kind of parasite than can exploit it. As the frequency of
a host genotypes increases, its fitness soon decreases.

Lively & Dybdahl (2000) recently described an example where the host is a snail,
Potamopyrgus antipodarum, which (as its name hints at) lives in New Zealand, in
freshwater habitats. The snail suffers from various parasites, of which a trematode
called Microphallus is the most important (it is a parasitic castrator). The authors dis-
tinguished several strains (or clones) of the snail host and measured the frequency of
each clone. They then measured, in an experiment, the ability of Microphallus to infect
each clone. Figure 5.11 shows the infection rates achieved by parasites collected from
two lakes, when experimentally exposed to snails taken from one of the two lakes. The
local parasites infected the common clones better than the rare clones. It was the high

(a) (b)

Fitness of AA
Fitness of AA

Frequency of genotype AA Frequency of genotype AA
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Figure 5.11

Parasites penetrate host
genotypes more efficiently
when they are locally abundant.
Parasites from two lakes
(Poerua and Ianthe) were
experimentally put with snails
of several genetic types (clones)
from Lake Poerua. The four
clones called 12, 19, 22, and 63
were common in the lake;
several other clones were rare
and they are all lumped
together in the figure. The
infection rates achieved by
parasites taken from the two
lakes were measured for each
clone. (a) Infection rates
achieved by parasites from Lake
Poerua (sympatric parasites).
(b) Infection rates achieved by
parasites from Lake Ianthe
(allopatric parasites). Note the
higher infection rates achieved
by the parasites on their local
snails: the points are higher in
(a) than in (b). But mainly note
that the Poerua parasites in (a)
infected the common snail
clones more effectively than the
rare clones; whereas the Ianthe
parasites in (b) are no more
effective with the common than
the rare clones. From Lively &
Dybdahl (2000). © 2000
Macmillan Magazines Ltd.

Frequency dependence can also
arise in other circumstances
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frequency of a clone that made it vulnerable to parasites. A clone that was common in
one lake but rare in another was vulnerable to parasitism where it was common but not
where it was rare.

Parasite-host relations are one important source of negative frequency-dependent
selection (we return to this in Section 12.2.3, p. 323). Another important source is
multiple niche polymorphism, a topic first discussed by Levene (1953). Suppose that a
species contains several genotypes, and each genotype is adapted to a different set of
environmental conditions. Genotypes AA and Aa might be adapted to the shade, and
aa to sunny places (shady, and sunny, places then correspond to two “niches”). Then
when the A gene is rare, AA and Aa experience less competition in their preferred areas,
because there are fewer of them. As the frequency of A goes up, the shady areas become
more crowded, competition increases, and fitness will tend to go down.

Frequency dependence is often generated by biological interactions. Competition and
parasite-host relations are both biological interactions, and can generate negative fre-
quency dependence. We shall meet some other examples, such as sex ratios (Section 12.5,
p- 337) later in the book. Negative frequency-dependent fitnesses are important
because they can produce stable polymorphisms within a species. As the frequency of
each genotype goes up, its fitness goes down. Natural selection favors a gene when it is
rare, but works against it when it is common. The result is that genotypes equilibrate at
some intermediate frequency.

Positive frequency-dependent selection does not produce stable polymorphisms.
Indeed it actively eliminates polymorphism, producing a genetically uniform popula-
tion. For example, some species of insects have “warning coloration.” They are brightly
colored, and poisonous to eat. The bright coloration may reduce the chance of pre-
dation. When a bird eats the warningly colored insect, the bird is made sick and will
remember not to eat an insect that looks like that again. However, the bird’s lesson is
not advantageous for the insect that made the bird sick; that insect is probably killed.
When warningly colored insects are rare in a population mainly consisting of dull and
cryptic individuals, the warningly colored genotypes are likely to have a low fitness.
Few other insects exist to “educate” the local birds. This can create a problem in the
evolution of warning coloration, because rare new mutants maybe selected against.
The problem is not the point here, however. We are only considering it as an example
of positive frequency dependence. The fitness of warningly colored genotypes will be
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higher at high frequencies, where the local birds are well educated about the dangers of
eating the warningly colored forms.

The purpose of Sections 5.11-5.13 has been to illustrate the different mechanisms by
which natural selection can maintain polymorphism. In Chapter 6 we look at another
mechanism that can maintain polymorphism — genetic drift. Then, in Chapter 7, we
tackle the question of how important the mechanisms are in nature.

Subdivided populations require special population
genetic principles

5.14.1 A subdivided set of populations have a higher proportion of

Populations may be subdivided

homozygotes than an equivalent fused population: this is
the Wahlund effect

So far we have considered population genetics within a single, uniform population. In
practice, a species may consist of a number of separate populations, each more or less
isolated from the others. The members of a species might, for example, inhabit a num-
ber of islands, with each island population being separated by the sea from the others.
Individuals might migrate between islands from time to time, but each island popula-
tion would evolve to some extent independently. A species with a number of more or
less independent subpopulations is said to have population subdivision.

Let us see first what effect population subdivision has on the Hardy—Weinberg
principle. Consider a simple case in which there are two populations (we can call them
population 1 and population 2), and we concentrate on one genetic locus with two
alleles, A and a. Suppose allele A has frequency 0.3 in population 1 and 0.7 in popula-
tion 2. If the genotypes have Hardy—Weinberg ratios they will have the frequencies, and
average frequencies, in the two populations shown in Table 5.10. The average genotype
frequencies are 0.29 for AA, 0.42 for Aa, and 0.29 for aa. Now suppose that the two

en A has frequency 0.3 in
e calculated assuming the two

aa

2(0.3)(0.7) = 0.42 (0.72=0.49 population 1
2(0.7)(0.3) = 0.42 (0.3)2=0.09 population 2

0.84/2=0.42 0.58/2=0.29
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The Wahlund effect concerns the
frequency of homozygotes in
subdivided populations

5.14.2

The spatial movement of genes is
called gene flow

populations are fused together. The gene frequencies of A and a in the combined popu-
lation are (0.3 +0.7)/2 = 0.5, and the Hardy—Weinberg genotype frequencies are:

Genotype AA Aa aa
Frequency 0.25 0.5 0.25

In the large, fused population there are fewer homozygotes than in the average for the
set of subdivided populations. This is a general, and mathematically automatic, result.
The increased frequency of homozygotes in subdivided populations is called the
Wahlund effect.

The Wahlund effect has a number of important consequences. One is that we have to
know about the structure of a population when applying the Hardy—Weinberg prin-
ciple to it. Suppose, for example, we had not known that populations 1 and 2 were
independent. We might have sampled from both, pooled the samples indiscriminately,
and then measured the genotype frequencies. We should find the frequency distribu-
tion for the average of the two populations (0.29, 0.42, 0.29); but the gene frequency
would apparently be 0.5. There would seem to be more homozygotes than expected
from the Hardy—Weinberg principle. We might suspect that selection, or some other
factor, was favoring homozygotes. In fact both subpopulations are in perfectly good
Hardy-Weinberg equilibrium and the deviation is due to the unwitting pooling of
the separate populations. We need to look out for population subdivision when inter-
preting deviations from Hardy—Weinberg ratios.

Second, when a number of previously subdivided populations merge together, the
frequency of homozygotes will decrease. In humans, this can lead to a decrease in the
incidence of rare recessive genetic diseases when a previously isolated population
comes into contact with a larger population. The recessive disease is only expressed
in the homozygous condition, and when the two populations start to interbreed, the
frequency of those homozygotes goes down.

Migration acts to unify gene frequencies between
populations

When an individual migrates from one population to another, it carries genes that
are representative of its own ancestral population into the recipient population. If it
successfully establishes itself and breeds it will transmit those genes between the popu-
lations. The transfer of genes is called gene flow. If the two populations originally had
different gene frequencies and if selection is not operating, migration (or, to be exact,
gene flow) alone will rapidly cause the gene frequencies of the different populations to
converge. We can see how rapidly in a simple model.

Consider again the case of two populations and one locus with two alleles (A and a).
Suppose this time that one of the populations is much larger than the other, say popula-
tion 2 is much larger than population 1 (2 might be a continent and 1 a small island
off it); then practically all the migration is from population 2 to population 1. The
frequency of allele a in population 1 in generation ¢ is written g, ,,; we can suppose that
the frequency of a in the large population 2 is not changing between generations and
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write it as g,,. (We are interested in the effect of migration on the gene frequency in
population 1 and can ignore all other effects, such as selection.) Now, if we pick on any
one allele in population 1 in generation (t+ 1), it will either be descended from a native
of the population or from an immigrant. Define m as the chance that it is a migrant
gene. (Earlier in the chapter, m was used for the mutation rate: now it is the migration
rate.) If our gene is not a migrant (chance (1 —m)) it will be an a gene with chance 910
whereas if it is a migrant (chance m) it will be an a gene with chance g,,. The total
frequency of a in population 1 in generation (t+1) is:

ql(t+1)=(1—m)q1(t)+mqm (5.12)

This can be rearranged to show the effect of t generations of migration on the gene fre-
quency in population 1. If g, , is the frequency in the Oth generation, the frequency in
generation t will be:

9100 = D+ (y0)— q,,) (1L —1m)' (5.13)

(From t = 1 it is easy to confirm that this is indeed a rearrangement of the previous
equation.) The equation says that the difference between the gene frequency in popula-
tion 1 and population 2 decreases by a factor (1 — m) per generation. At equilibrium,
q,=4,,and the small population will have the same gene frequency as the large popula-
tion (Figure 5.12). In Figure 5.12, the gene frequencies converge in about 30 genera-
tions with a migration rate of 10%. Similar arguments apply if, instead of there being
one source and one recipient population, the source is a set of many subpopulations,
and p,, is their average gene frequency, or if there are two populations both sending
migrants to, and receiving them from, another.

Migration will generally unify gene frequencies among populations rapidly in evolu-
tionary time. In the absence of selection, migration is a strong force for equalizing the
gene frequencies of populations within a species. Provided that the migration rate is
greater than 0, gene frequencies will eventually equalize. Even if only one successful
migrant moves into a population per generation, gene flow inevitably draws that popu-
lation’s gene frequency to the species’ average. Gene flow acts, in a sense, to bind the
species together.

Figure 5.12

Migration causes the rapid convergence of gene frequencies in the
populations exchanging migrants. Here a source population with
gene frequency g,, = 0.4 sends migrants to two subpopulations,
with initial gene frequencies of 0.9 and 0.1. They converge, with

Generation

20 25 30 m=0.1, onto the source population’s gene frequency in about
30 generations.
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5.14.3 Convergence of gene frequencies by gene flow is illustrated by the

The American population illustrates
the model . . .

... with a “migration” rate of
about 3.5% per generation

human population of the USA

The MN blood group is controlled by one locus with two alleles (Section 5.4).
Frequencies of the M and N alleles have been measured, for example in European
and African Americans in Claxton, Georgia, and among West Africans (whom we can
assume to be representative of the ancestral gene frequency of the African American
population of Claxton). The M allele frequency is 0.474 in West Africans, 0.484 in
African Americans in Claxton, and 0.507 in the European Americans of Claxton. (The
frequency of the N allele is equal to 1 minus the frequency of the M allele.) The gene
frequency among African Americans is intermediate between the frequencies for
European Americans and for the West African sample. Individuals of mixed parentage
are usually categorized as African American and, if we ignore the possibility of selection
favoring the M allele in the USA, we can treat the change in gene frequency in the
African American population as due to “migration” of genes from the European
American population. The measurements can then be used to estimate the rate of
gene migration. In equation 5.13, q,, = gene frequency in the European American
population (the source of the “migrant” genes), q, = 0.474 (the original frequency
in the African American population), and g, = 0.484. As an approximate figure, we
can suppose that the black population has been in the USA for 200-300 years, or about
10 generations. Then:

0.484=0.507 + (0.474 — 0.507) (1 — m)1°

This can be solved to find m = 0.035. That is, for every generation on average about
3.5% of the genes at the MN locus have migrated from the white population to the
black population of Claxton. (Other estimates by the same method but using different
gene loci suggest slightly different figures, more like 1%. The important point here is
not the particular result; it is to illustrate how the population genetics of gene flow
can be analyzed.) Notice again the rapid rate of genetic unification by migration: in
only 10 generations, one-third of the gene frequency difference has been removed
(after 10 generations the difference is 0.484 — 0.474, against the original difference of
0.507 —0.474).

5.14.4 A balance of selection and migration can maintain genetic

differences between subpopulations

If selection is working against an allele within one subpopulation, but the allele is con-
tinually being introduced by migration from other populations, it can be maintained
by a balance of the two processes. We can analyze the balance between the two pro-
cesses by much the same arguments as we used above for selection—mutation balance
and heterozygous advantage. The simplest case is again for one locus with two alleles.
Imagine selection in one subpopulation is working against a dominant A allele. The
fitnesses of the genotypes are:
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AA Aa aa
1-s 1-s 1

The A allele has frequency p in the local population. Suppose that in other subpopula-
tions, natural selection is more favorable to the gene A, and it has a higher frequency in
them, p,, on average. p,, will then be the frequency of A among immigrants to our local
population. In the local population, A genes are lost at a rate ps per generation. They are
gained at a rate (p,, — p)m per generation: m is the proportion of genes that are immig-
rants in a generation. Immigration increases the frequency in the local population by
anamount p, — p because gene frequency is increased only in so far as the immigrating
population has a higher frequency of A than the local population. If the immigrating
gene frequency is the same as the local gene frequency, immigration has no effect.
There are three possible outcomes. If migration is powerful relative to selection,
the rate of gain of A genes by immigration will exceed the rate of loss by selection. The
local population will be swamped by immigrants. The frequency of the A gene will
increase until it reaches p,. If migration is weak relative to selection, the frequency of
A will decrease until it is locally eliminated. The third possibility is an exact balance
between migration and selection. There will be an equilibrium (with local frequency

of A=p*) if:
Rate of gain of A by migration = rate of loss of A by selection

(p,,—p*)m=p*s (5.14)

P*=Pm( m ) (5.15)

In the first case, migration unifies the gene frequencies in both populations, much in
the same manner as Section 5.14.2: migration is so strong relative to selection that it is
as if selection were not operating. In the second and third cases, migration is not strong
enough to unify the gene frequencies and we should observe regional differences in the
gene frequency; it would be higher in some places than in others. In the third case there
is a polymorphism within the local population; A is maintained by migration even
though it is locally disadvantageous.

This section has made two main points. First, a balance of migration and selection is
another process to add to the list of processes that can maintain polymorphism.
Second, we have seen how migration can be strong enough to unify gene frequencies
between subpopulations, or if migration is weaker the gene frequencies of different
subpopulations can diverge under selection. This theory is also relevant in the question
of the relative importance of gene flow and selection in maintaining biological species
(Section 13.7.2, p. 369).
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12 Migration, in the absence of selection, rapidly
unifies gene frequencies in different subpopulations;
and it can maintain an allele that is selected againstin a
local subpopulation.
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Further reading

There are a number of textbooks about population genetics. Crow (1986), Gillespie
(1998), Hartl (2000), and Maynard Smith (1998) are relatively introductory. More
comprehensive works include Hartl & Clark (1997) and Hedrick (2000). Crow &
Kimura (1970) is a classic account of the mathematical theory. Dobzhansky (1970) is
a standard study; Lewontin et al. (1981) contains Dobzhansky’s most famous series
of papers. Bell (1997a, 1997b) provides a comprehensive and a synoptic guide to
selection.

For the peppered moth, Majerus (1998) is a modern, and Kettlewell (1973) a classic,
account. Majerus (2002) is a more popular book, and contains a chapter on melanism.
Grant (1999) is a review of Majerus (1998) and is also a good minireview of the topic in
itself. Grant & Wiseman (2002) discuss the parallel rise and fall of the melanic form of
the peppered moth in North America.

On pests and pesticides, see McKenzie (1996) and McKenzie & Batterham (1994).
Lenormand et al. (1999) add further themes and molecular techniques, demonstrat-
ing seasonal cycles. The special issue of Science (4 October 2002, pp. 79-183) on the
Anopheles genome has much background material on insecticide resistance and the
various kinds of mosquito. See also Box 8.1 and Section 10.10, and their further reading
lists.

See Endler (1986) on measuring fitness in general; Primack & Kang (1989) for
plants; and Clutton-Brock (1988) for research on lifetime fitness.

The various selective means of maintaining polymorphisms are explained in the
general texts. In addition, see Lederburg (1999) on the classic Haldane (1949a) paper
and what it says about heterozygous advantage and sickle cell anemia. A recent poss-
ible example of heterozygote advantage in human HLA genes, providing resistance to
HIV-1, is described by Carrington et al. (1999). Hori (1993) described a marvellous
example of frequency dependence in the mouth-handedness of scale-eating cichlid fish.
Another example is given by Gigord et al. (2001): the habits of naive bumblebees lead to
a color polymorphism in an orchid.
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covered in the chapter, but are slight extensions.]
8 What is the general effect of assortative mating on
genotype frequencies, relative to the Hardy—Weinberg
equilibrium, for (a) a locus with two alleles, one
dominant to the other; and (b) a locus with two alleles,
and no dominance (the heterozygote is a distinct
phenotype intermediate between the two
homozygotes)? And (c) what is the effect on genotype
frequencies of a mating preference, in which females
preferentially mate with males of (i) the dominant, and
(ii) the recessive phenotype?
9 Derive a recurrence relation, giving the frequency of
the dominant gene A one generation on (p’) in terms of
the frequency in any generation (p) and of the selection
coefficient (s) for selection against the dominant allele.
10 Derive the expression for the equilibrium gene
frequency (p*) for the mutation—selection balance
when the disadvantageous mutation is recessive.
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6.1

The frequency of alleles can change at random through
time in a process called genetic drift

Genetic drift occurs because of
random sampling

The power of drift depends on
population size

Imagine a population of 10 individuals, of which three have genotype AA, four have Aa,
and three aa. There are 10 A genes in the population and 10 a genes; the gene frequen-
cies of each gene are 0.5. We also imagine that natural selection is not operating: all
genotypes have the same fitness. What will the gene frequencies be in the next genera-
tion? The most likely answer is 0.5 A and 0.5 a. However, this is only the most likely
answer; it is not a certainty. The gene frequencies may by chance change a little from the
previous generation. This can happen because the genes that form a new generation are
a random sample from the parental generation. Box 6.1 looks at how genes are sampled
from the parental gene pool, to produce the offspring generation’s gene pool. In this
chapter we look at the effect of random sampling on gene frequencies.

The easiest case in which to see the effect of random sampling is when natural
selection is not acting. When the genotypes at a locus all produce the same number of
offspring (they have identical fitness), the condition is called selective neutrality. We
can write the fitnesses out in the same way as in Chapter 5, as follows:

Genotype AA Aa aa
Fitness 1 1 1

Natural selection is not acting, and we might expect the gene frequencies to stay constant
over time. Indeed, according to the Hardy—Weinberg theorem, the genotype frequencies
should be constant at p?, 2pq, and g* (where p is the frequency of the gene A and q is the
frequency of the gene a). But in fact random sampling can cause the gene frequencies to
change. By chance, copies of the A gene may be luckier in reproduction, and the frequency
of the A gene will increase. The increase is random, in the sense that the A gene is as likely
by chance to decrease as to increase in frequency; but some gene frequency changes will
occur. These random changes in gene frequencies between generations are called genetic
drift, random drift, or (simply) drift. The word “drift” can be misleading if it is taken to
imply an inbuilt bias in one direction or the other. Genetic drift is directionless drift.

Genetic drift is not confined to the case of selective neutrality. When selection is
acting at a locus, random sampling also influences the change in gene frequencies
between generations. The interaction between selection and drift is an important topic
in evolutionary biology, as we shall see in Chapter 7. However, the theory of drift is
easiest to understand when selection is not complicating the process and in this chapter
we shall mainly look at the effect of drift by itself.

The rate of change of gene frequency by random drift depends on the size of the
population. Random sampling effects are more important in smaller populations. For
example (Figure 6.1), Dobzhansky and Pavlovsky (1957), working with the fruitfly
Drosophila pseudoobscura, made 10 populations with 4,000 initial members (large popu-
lations) and 10 with 20 initial members (small populations), and followed the change
in frequency of two chromosomal variants for 18 months. The average effect was the
same in small and large populations, but the variability was significantly greater among
the small populations. An analogous result could be obtained by flipping 10 sets of 20,
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ge genetically surer

. Natural selection would
ed and which died. If we looked
ong the smashed horses at the
ould differ from those among the
death could be accidental: it could happen
bounced down the mountainside from above,
orse into the ravine. Suppose that the rocks come
ble times and places and arrive so suddenly that
action is impossible; the horses do not vary genetically in
bility to avoid the falling rocks. The loss of genotypes would
be random in the sense defined above. If an AA horse had just
allen victim to a rock, that does not make it any more or less likely
that the next victim will have the AA genotype. Now if we compared
the genotype frequencies in the survivers and non-survivers, it is
most likely that the two would not differ. The survivers would be a
random genetic sample from the original population. They could,
however, differ by chance. More AA horses might have been
unlucky with falling rocks; more aa might have been lucky. Then
there would be some increase in the frequency of the a gene in
oin flipping is random the population.
e chance that the next The sampling of pack horses is imaginary, but analogous
alternative would be some sampling may happen at any time in a population, and at any
ch, after an A gamete had been life stage as juveniles develop into adults. Because there are
next successful gamete would be an many more eggs than adults, there is abundant opportunity
at, the gene frequency contributed by for sampling as each new generation grows up. Random
spring would always be exactly A : sampling occurs whenever a smaller number of successful
vould then be unimportant in evolution. In individuals (or gametes) are sampled from a larger pool of
is not like that. The successful gametes are a potential survivers and the fitnesses of the genotypes are
ple from the gamete pool. the same.

or 4,000, coins. On average, there would be 50% heads in both cases, but the chance of
flipping 12 heads and 8 tails in the small population is higher than the chance of
flipping 2,400 heads and 1,600 tails in the large.

If a population is small, it is more likely that a sample will be biased away from the
average by any given percentage amount; genetic drift is therefore greater in smaller
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Figure 6.1

Random sampling is more
effective in small populations
(a) thaninlarge (b). Ten large
(4,000 founders) and 10 small
(20 founders) populations of
the fruitfly Drosophila
pseudoobscura were created in
June 1955 with the same
frequencies (50% each) of two
chromosomal inversions, AP
and PP. Eighteen months later
the populations with small
numbers of founders show a
greater variety of genotype
frequencies. Redrawn, by
permission of the publisher,
from Dobzhansky (1970).

6.2

(a) Small populations (b) Large populations
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populations. The smaller the population, the more important are the effects of random
sampling.

A small founder population may have a
non-representative sample of the ancestral
population’s genes

Population size may be reduced
during founder events

A particular example of the influence of random sampling is given by what is called the
founder effect. The founder effect was defined by Mayr (1963) as:

the establishment of a new population by a few original founders (in an extreme case, by a
single fertilized female) which carry only a small fraction of the total genetic variation of
the parental population.

We can divide the definition into two parts. The first part is the establishment of a new
population by a small number of founders; we can call that a “founder event.” The
second part is that the founders have a limited sample of genetic variation. The full
founder effect requires not only a founder event, but also that the founders are genetic-
ally unrepresentative of the original population.

Founder events undoubtedly happen. A population may be descended from a small
number of ancestral individuals for either of two main reasons. A small number of
individuals may colonize a place previously uninhabited by their species; the 250 or so
individuals making up the modern human population on the island of Tristan da
Cunha, for example, are all descended from about 20-25 immigrants in the early nine-
teenth century, and most are descended from the original settlers — one Scotchman
and his family — who arrived in 1817. Alternatively, a population that is established in
an area may fluctuate in size; the founder effect then occurs when the population passes
through a “bottleneck” in which only a few individuals survive, and later expands again
when more favorable times return.



o

o
=)

o
o

0.4

Probability of polymorphism

0.0 | | |

CHAPTER 6 / Random Events in Population Genetics | 141

Figure 6.2

The chance that a founder population will be homozygous
depends on the number of founders and the gene frequencies.
| | | | | If there is less variation and fewer founders, the chance of

1 2 3 4

6 7 8 9 10 homozygosity is higher. Here the chance of homozygosity is

Number of founders (V) shown for three different gene frequencies at a two-allele locus.

Founder events are unlikely to
produce homozygosity

If a small sample of individuals is taken from a larger population, what is the chance
that they will have reduced genetic variation? We can express the question exactly by
asking what the chance is that an allele will be lost. In the special case of two alleles (A
and a with proportions p and q), if one of them is not included in the founder popula-
tion, the new population will be genetically monomorphic. The chance that an indi-
vidual will be homozygous AA is simply p2. The chance that two individuals drawn at
random from the population will both be AA is (p?)%; in general, the chance of drawing
N identical homozygotes is (p?)N. The founding population could be homozygous
either because it is made up of N AA homozygotes or N aa homozygotes, and the total
chance of homozygosity is therefore:

Chance of homozygosity = [(p?)V + (g*)V] (6.1)

Figure 6.2 illustrates the relation between the number of individuals in the founder
population and the chance that the founder population is genetically uniform. The
interesting result is that founder events are not effective at producing a genetically
monomorphic population. Even if the founder population is very small, with N < 10, it
will usually possess both alleles. An analogous calculation could be done for a popula-
tion with three alleles, in which we asked the chance that one of the three would be lost
by the founder effect. The resulting population would not then be monomorphic, but
would have two instead of three alleles. The general point is again the same: in general,
founder events — whether by colonizations or population bottlenecks — are unlikely to
reduce genetic variation unless the number of founders is tiny.

However, founder events can have other interesting consequences. Although the
sample of individuals forming a founder population are likely to have nearly all the
ancestral population’s genes, the frequencies of the genes may differ from the parental
population. Isolated populations often have exceptionally high frequencies of otherwise
rare alleles, and the most likely explanation is that the founding population had a dispro-
portionate number of those rare alleles. The clearest examples all come from humans.

Consider the Afrikaner population of South Africa, who are mainly descended from
one shipload of immigrants who landed in 1652, though later arrivals have added to it.
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Several human populations have

otherwise rare genes in high
frequency

6.3

The population has increased dramatically since then to its modern level of 2,500,000.
The influence of the early colonists is shown by the fact that almost 1,000,000 living
Afrikaners have the names of 20 of the original settlers.

The early colonists included individuals with a number of rare genes. The ship of
1652 contained a Dutch man carrying the gene for Huntington’s disease, a lethal auto-
somal dominant disease. Most cases of the disease in the modern Afrikaner population
can be traced back to that individual. A similar story can be told for the dominant auto-
somal gene causing porphyria variegata. Porphyria variegata is due to a defective form
of the enzyme protoporphyrinogen oxidase. Carriers of the gene suffer a severe — even
lethal — reaction to barbiturate anesthetics, and the gene was therefore not strongly dis-
advantageous before modern medicine. The modern Afrikaner population has about
30,000 carriers of the gene, a far higher frequency than in Holland. All the carriers are
descended from one couple, Gerrit Jansz and Ariaantje Jacobs, who emigrated from
Holland in 1685 and 1688, respectively. Every human population has its own “private”
polymorphisms, which were probably often caused by the genetic peculiarities of
founder individuals.

Both of the examples we have just considered are for medical conditions. The
individual carriers of the genes will have lower fitness than average, and selection
will therefore act to reduce the frequency of the gene to 0. For much of the time, the
porphyria variegata gene may have had a similar fitness to other alleles at the same
locus. It may have been a neutral polymorphism until its “environment” came to
contain (in selected cases) barbiturates.

In contrast, the gene for Huntington’s disease will have been consistently selected
against. Thus its present high frequency suggests that the founder population had an
even higher frequency, because it will have probably been decreased by selection since
then. Any particular founder sample would not be expected to have a higher than
average frequency of the Huntington’s disease gene, but if enough colonizing groups
set out, some of them are bound to have peculiar, or even very peculiar, gene frequen-
cies. In the case of Huntington’s disease, the Afrikaner population is not the only one
descended from founders with more copies of the gene than average; 432 carriers of
Huntington’s disease in Australia are descended from the Miss Cundick who left
England with her 13 children; and a French nobleman’s grandson, Pierre Dagnet
d’Assigne de Bourbon, has bequeathed all the known cases of Huntington’s disease on
the island of Mauritius.

One gene can be substituted for another by
random drift

The frequency of a gene is as likely to decrease as to increase by random drift. On aver-
age the frequencies of neutral alleles remain unchanged from one generation to the
next. In practice, their frequencies drift up and down, and it is therefore possible for a
gene to enjoy a run of luck and be carried up to a much higher frequency — in the
extreme case, its frequency could after many generations be carried up to 1 (become
fixed) by random drift.
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For purely neutral drift, the rate of
evolution is independent of

population size
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In every generation, the frequency of a neutral allele has a chance of increasing, a
chance of decreasing, and a chance of staying constant. If it increases in one generation,
it again has the same chances of increasing, decreasing, or staying constant in the next
generation. A neutral allele thus has a small chance of increasing for two generations in
a row (equal to the square of the chance of increasing in any one generation). It has a
still smaller chance of increasing though three generations, and so on. For any one
allele, fixation by random drift is very improbable. The probability is finite, however,
and if enough neutral alleles, at enough loci, and over enough generations, are ran-
domly drifting in frequency, one of them will eventually be fixed. The same process can
occur whatever the initial frequency of the allele. A rare allele is less likely to be carried
up to fixation by random drift than is a common allele, because it would take a longer
run of “good” luck. However, fixation is still possible for a rare allele. Even a unique
neutral mutation has some chance of eventual fixation. Any one mutation is most likely
to be lost; but if enough mutations arise, one will be bound to be fixed eventually.

Random drift, therefore, can substitute one allele for another. What is the rate at which
these substitutions occur? We might expect it would be faster in smaller populations,
because most random effects are more powerful in smaller populations. However, it
can be shown by an elegant argument that the neutral evolution rate exactly equals
the neutral mutation rate, and is independent of population size. The argument is
as follows. In a population of size N there are a total of 2N genes at each locus. On
average, each gene contributes one copy of itself to the next generation; but because
of random sampling, some genes will contribute more than one copy and others will
contribute none. As we look two generations ahead, those genes that contributed no
copies to the first generation cannot contribute copies to the second generation, or the
third, or fourth . . . once a gene fails to be copied, it is lost forever. In the next generation
some more genes will likewise “drop out,” and be unable to contribute to future gener-
ations. Each generation, some of the 2N original genes are lost in this way (Figure 6.3).

If we look far enough forwards we eventually come to a time when all the 2N genes
are descended from just one of the 2N genes now. This is because in every generation

IIo

Figure 6.3

The drift to homozygosity. The figure traces the evolutionary
fate of six genes; in a diploid species these would be combined
= each generation in three individuals. Every generation, some
- genes may by chance fail to reproduce and others by chance may
leave more than one copy. Because once a gene has failed to
reproduce its line is lost forever, over time the population must
drift to become made up of descendants of only one gene in an
ancestral population. In this example, the population after

11 generations is made up of descendants of gene number 3
(shaded circle) in generation 1.

— not reproduced




144 | PART 2/ Evolutionary Genetics

Population size features in the
workings . . .

... and cancels out

some genes will fail to reproduce. We must eventually come to a time when all but one
of the original genes have dropped out. That one gene will have hit along enough run of
lucky increases and will have spread through the whole population. It will have been
fixed by genetic drift. Now, because the process is pure luck, each of the 2N genes in the
original population has an equal chance of being the lucky one. Any one gene in the
population, therefore, has a 1/(2N) chance of eventual fixation by random drift (and a
(2N—-1)/(2N) chance of being lost by it).

Because the same argument applies to any gene in the population, it also applies to a
new, unique, neutral mutation. When the new mutation arises, it will be one gene in a
population of 2N genes at its locus (that is, its frequency will be 1/(2/N)). The new
mutation has the same 1/(2N) chance of eventual fixation as does every other gene in
the population. The most likely fate of the new mutation is to be lost (probability of
being lost= (2N —1)/(2N) = 1 if N is large); but it does have a small (1/(2N)) chance of
success. That completes the first stage of the argument: the probability that a neutral
mutation will eventually be fixed is 1/(2N).

The rate of evolution equals the probability that a mutation is fixed, multiplied by
the rate at which mutations appear. We define the rate at which neutral mutations arise
as u per gene per generation. (u is the rate at which new selectively neutral mutations
arise, not the total mutation rate. The total mutation rate includes selectively favorable
and unfavorable mutations as well as neutral mutations. We are here considering only
the fraction of all mutations that are neutral.) At each locus, there are 2N genes in the
population: the total number of neutral mutations arising in the population will be 2Nu
per generation. The rate of neutral evolution is then 1/(2N) X 2Nu = u. The population
size cancels out and the rate of neutral evolution is equal to the neutral mutation rate.

Figure 6.3 also illustrates another important concept in the modern theory of genetic
drift, the concept of coalescence (Box 6.2).

n.) The way all copies of a gene trace back to a single
ene is called coalescence, and that single lucky ancestral
called the coalescent. Genetic coalescence is a consequence
e normal operation of genetic drift in natural populations. Every
ene in the human species, and every gene in every species, traces

back to a coalescent. The time when the coalescent existed for each
gene probably differs between genes, but they all have a coalescent
ancestor at some time. Population geneticists study how far back
the coalescent exists for a gene, depending on population size,
demography, and selection. A knowledge of the time back to the
coalescent can be useful for dating events in the past using “gene
e ancestral gene trees,” which we meet in Chapter 15.
ean that only one
S as many genes as every Further reading: Fu & Li (1999), Kingman (2000).
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Hardy-Weinberg “equilibrium” assumes the absence of
genetic drift

Random drift has consequences for

the Hardy—Weinberg theorem

6.5

Let us stay with the case of a single locus, with two selectively neutral alleles A and a.
If genetic drift is not happening — if the population is large — the gene frequencies
will stay constant from generation to generation and the genotype frequencies will also
be constant, in Hardy—Weinberg proportions (Section 5.3, p. 98). But in a smaller
population the gene frequencies can drift around. The average gene frequencies in
one generation will be the same as in the previous generation, and it might be thought
that the long-term average gene and genotype frequencies will simply be those of the
Hardy—Weinberg equilibrium, but with a bit of “noise” around them. That is not so,
however. The long-term result of genetic drift is that one of the alleles will be fixed. The
polymorphic Hardy—Weinberg equilibrium is unstable once we allow for genetic drift.

Suppose that a population is made up of five individuals, containing five A alleles
and five a alleles (that is obviously a tiny population, but the same point would apply if
there were 500 copies of each allele). The genes are randomly sampled to produce the
next generation. Maybe six A alleles are sampled and four a alleles. This is now the start-
ing point to produce the next generation; the most likely ratio in the next generation is
six A and four a: there is no “compensating” process to push it back toward five and
five. Maybe in the next generation six A and four a are drawn again. The fourth genera-
tion might be seven A and three g, the fifth, six A and four g, the sixth, seven A and three
a, then seven A and three g, eight A and two g, eight A and two a, nine A and one a, and
then 10 A. The same process could have gone off in the other direction, or started by
favoring A and then reversed to fix a — random drift is directionless. However, when
one of the genes is fixed, the population is homozygous and will stay homozygous
(Figures 6.3 and 6.4).

The Hardy—Weinberg equilibrium is a good approximation, and retains its import-
ance in evolutionary biology. But it is also true that, once we allow for random drift, the
Hardy—Weinberg ratios are not at an equilibrium. The Hardy—Weinberg ratios are for
neutral alleles at a locus and the Hardy—Weinberg result suggests that the genotype
(and gene) ratios are stable over time. However, random events cause gene frequencies
to drift about, and one of the genes will eventually be fixed. Only then will the system be
stable. The true equilibrium, incorporating genetic drift, is at homozygosity.

Neutral drift over time produces a march to
homozygosity

Over the long term, pure random drift causes the population to “march” to homo-
zygosity at a locus. The process by which this happens has already been considered
(Section 6.4) and illustrated (Figure 6.3). All loci at which there are several selectively
neutral alleles will tend to become fixed for only one gene. It is not difficult to derive an
expression for the rate at which the population becomes homozygous. First we define
the degree of homozygosity. Individuals in the population are either homozygotes or
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Figure 6.4

Twenty repeat simulations of
genetic drift for a two-allele
locus with initial gene
frequency 0.5 in: (a) a small
population (2N=18), and (b) a
larger population (2N=100).
Eventually one of the alleles
drifts to a frequency of 1. The
other alleles are then lost.

The drift to homozygosity is
more rapid in a smaller
population, but in any small
population without mutation
homozygosity is the final result.

(a) Small population (2N = 18)
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heterozygotes. Let f be the proportion of homozygotes, and H =1 — fis the proportion
of heterozygotes (f comes from “fixation”). Homozygotes here includes all types of
homozygote at a locus; if, for example, there are three alleles A}, A,, and A, then fis the
number of A,A,|, A,A,, and A;A; individuals divided by the population size; H likewise
is the sum of all heterozygote types. N will again stand for population size.

How will f change over time? We shall derive the result in terms of a special case:
a species of hermaphrodite in which an individual can fertilize itself. Individuals in
the population discharge their gametes into the water and each gamete has a chance
of combining with any other gamete. New individuals are formed by sampling two
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Figure 6.5 Homozygotes can then be produced by the kind of
Inbreeding in a small population produces homozygosity. cross-mating assumed in the Hardy—Weinberg theorem
A homozygote can be produced either by combining copies (e.g., offspring number 2) or by self-fertilization (e.g.,
of the same gene from different individuals, or by combining offspring number 1). Self-fertilization only necessarily
two copies of the same physical gene. Here we imagine that produces a homozygote if its parent is homozygous
the population contains six adults, which are potentially self- (compare offspring 1 and 4).

fertilizing hermaphrodites, and each produces four gametes.

We construct a model of how
homozygosity changes under drift

gametes from the gamete pool. The gamete pool contains 2N gamete types, where
“gamete types” should be understood as follows. There are 2N genes in a population
made up of N diploid individuals. A gamete type consists of all the gametes contain-
ing a copy of any one of these genes. Thus, if an individual with two genes produces
200,000 gametes, there will be on average 100,000 copies of each gamete type in the
gamete pool.

To calculate how f, the degree of homozygosity, changes through time, we derive an
expression for the number of homozygotes in one generation in terms of the number
of homozygotes in the generation before. We must first distinguish between a gene-
bearing gametes in the gamete pool that are copies of the same parental a gene, and
those that are derived from different parents. There are then two ways to produce a
homozygote, when two a genes from the same gametic type meet or when two a genes
from different gametic types meet (Figure 6.5); the frequency of homozygotes in the
next generation will be the sum of these two.

The first way of making a homozygote is by “self-fertilization.” There are 2N gamete
types but, because each individual produces many more than two gametes, there is a
chance 1/(2N) that a gamete will combine with another gamete of the same gamete type
as itself: if it does, the offspring will be homozygous. (If, as above, each individual
makes 200,000 gametes, there would be 200,000N gametes in the gamete pool. We first
sample one gamete from it. Of the remaining gametes, practically 100,000 of them
(99,999 in fact) are copies of the same gene. The proportion of gametes left in the pool
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Homozygosity can arise from
crosses between different
individuals

Heterozygosity is a measure of
genetic variation

that contain copies of the same gene as the gamete we sampled is 99,999/200,000N, or
1/(2N).)

The second way to produce a homozygote is by combining two identical genes that
were not copied from the same gene in the parental generation. If the gamete does not
combine with another copy of the same gamete type (chance 1 — (1/(2N))) it will still
form a homozygote if it combines with a copy made from the same gene but from
another parent. For a gamete with an a gene, if the frequency of a in the population is p,
the chance that two a genes meet is simply p?. p*is the frequency of aa homozygotes in
the parental generation. If there are two type of homozygote, AA and aa, the chance of
forming a homozygote will be p? + g> = f. In general, the chance that two independent
genes will combine to form a homozygote is equal to the frequency of homozygotes in
the previous generation. The total chance of forming a homozygote by this second
method is the chance that a gamete does not combine with another copy of the same
parental gene, 1 — (1/(2N)), multiplied by the chance that two independent genes com-
bine to form a homozygote (f). That s, f(1 — (1/(2N))).

Now we can write the frequency of homozygotes in the next generation in terms of
the frequency of homozygotes in the parental generation. It is the sum of the two ways
of forming a homozygote. Following the normal notation for f” and f (f” is the fre-
quency of homozygotes one generation later),

U PR
f—2N+(1 2N)f (6.2)

We can follow the same march to increasing homozygosity in terms of the decreas-
ing heterozygosity in the population. A population’s “heterozygosity” is a measure of
its genetic variation. In formal terms, heterozygosity is defined as the chance that two
genes at a locus, drawn at random from the population, are different. For example,
a genetically uniform population (in which everyone is AA) has a heterozygosity of
zero. The chance of drawing two different genes is zero. If half the individuals in the
population are AA and half are aa, the chance of drawing two different genes is half, and
heterozygosity equals one-half. Box 6.3 describes the calculation of heterozygosity.
(Heterozygosity is symbolized by H.)

Heterozygosity can be shown, by rearrangement of equation 6.2, to decrease at the
following rate (the rearrangement involves substituting H=1 — fin equation 6.2):

(o b
H—[l N jH (6.3)

That is, heterozygosity decreases at a rate of 1/(2N) per generation until it is zero. The
population size N is again important in governing the influence of genetic drift. If N is
small, the march to homozygosity is rapid. At the other extreme, we re-encounter the
Hardy—Weinberg result. If N is infinitely large, the degree of heterozygosity is stable:
there is then no march to homozygosity.

Although it might seem that this derivation is for a particular, hermaphroditic
breeding system, the result is in fact general (a small correction is needed for the case of
two sexes). The march to homozygosity in a small population proceeds because two
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c diversity are at the DNA
index of diversity is referred to as
ymbolized by 7.
g of nucleotide diversity is as follows.
retch of DNA from two DNA molecules
om a population. Count the number of
ences between the two DNA stretches. Then divide
of the stretch. The result is 7. 7 is the average
of nucleotide differences per site between a pair of DNA
ces drawn at random from a population. Here is a concrete
ample. Suppose a simple population has four DNA molecules. A
comparable region of those four has the following set of sequences:
(1) TTTTAGCC, (2) TTTTAACC, (3) TTTAAGC, and (4) TTTAGGC. We
first count the number of differences between all possible pairs. Pair
1-2 has 1 difference, 1-3 has 2, 1-4 has 1, 2-3 has 1, 2-4 has 2,
and 3—4 has 1. The average number of differences for all six pairwise
comparisonsis (1+2+1+1+2+1)/6=1.33. s calculated per
site, so we divide the average number of differences by the total
ygous individuals. sequence length (8). = 1.33/8 = 0.0166. More formally,
diversity than the
e that two random genes T=2pp;
all populations, whether or not
ibrium. For example, H=50%ina  where p; and p; are the frequencies of the ith and jth DNA sequence,
AA and half aa individuals (with no and 7; is the number of pairwise differences per site between
sequences i and j. Some figures for H and 7in real populations are
gosity” is meaningful for a diploid population.  given in Section 7.2 (p. 164).

copies of the same gene may combine in a single individual. In the hermaphrodite,
it happens obviously with self-fertilization. But if there are two sexes, a gene in the
grandparental generation can appear as a homozygote, in two copies, in the grandchild
generation. The process, by which a gene in a single copy in one individual combines in

The increase in homozygosity under ~ two copies in an offspring, is inbreeding. Inbreeding can happen in any breeding system

drift is due to inbreeding

with a small population, and becomes more likely the smaller the population. How-
ever, the general point in this section can be expressed without referring to inbreeding.
With random sampling, two copies of the same gene may make it into an offspring in a
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6.6

future generation. Random sampling has then produced a homozygote. Genetic drift
tends to increase homozygosity, and the rate of this increase can be exactly expressed by
equations 6.2 and 6.3.

A calculable amount of polymorphism will existin a
population because of neutral mutation

Genetic variation for neutral genes
is determined by a balance between
drift and mutation

So far, it might appear that the theory of neutral drift predicts that populations should
be completely homozygous. However, new variation will be contributed by mutation
and the equilibrial level of polymorphism (or heterozygosity) will actually be a balance
between its elimination by drift and its creation by mutation. We can now work out
what that equilibrium is. The neutral mutation rate is equal to u per gene per genera-
tion. (u, as before, is the rate at which selectively neutral mutations arise, not the total
mutation rate.) To find out the equilibrial heterozygosity under drift and mutation, we
have to modify equation 6.2 to account for mutation. If an individual was born a
homozygote, and if neither gene has mutated, it stays a homozygote and all its gametes
will have the same gene. (We ignore the possibility that mutation produces a homo-
zygote, for example by a heterozygote Aa mutating to a homozygous AA. We are
assuming that mutations produce new genes.) In order for a homozygote to produce
all its gametes with the same gene, neither of its genes must have mutated. If either of
them has mutated, the frequency of homozygotes will decrease. The chance that a gene
has not mutated equals (1 — u) and the chance that neither of an individual’s genes
has mutated equals (1 - u)>

Now we can simply modify the recurrence relation derived above. The frequency of
homozygotes will be as before, but multiplied by the probability that they have not
mutated to heterozygotes:

fr= {% + (1 - %)f}(l —u)? (6.4)

Homozygosity ( f) will now not increase to one. It will converge to an equilibrial value.
The equilibrium is between the increase in homozygosity due to drift, and its decrease
by mutation. We can find the equilibrium value of ffrom f* = f=f". f* indicates a value
of f that is stable in successive generations (f* = f). Substituting f* = f” = fin the equa-
tion gives (after a minor manipulation):

(1 —uy?
2N — 2N = 1)1 — u)?

fr= (6.5)

The equation simplifies if we ignore terms in u2, which will be relatively unimportant
because the neutral mutation rate is low. Then

1

= 6.6
4Nu +1 (6.6)

f>1>
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4Nu
HY=— (6.7)
4Nu +1
This is an important result. It gives the degree of heterozygosity that should exist for
a balance between the drift to homozygosity and new neutral mutation. The expected
heterozygosity depends on the neutral mutation rate and the population size (Fig-
ure 6.6). As the march to homozygosity is more rapid if the population size is smaller, it
makes sense that the expected heterozygosity is lower if N is smaller. Heterozygosity is
also lower if the mutation rate is lower, as we would expect. In sum, the population will
be less genetically variable for neutral alleles when population sizes are smaller and the
mutation rates lower.
6.7 Population size and effective population size

What is “population size”? We have seen that N determines the effect of genetic drift on
gene frequencies. But what exactly is N? In an ecological sense, N can be measured by
counting, such as the number of adults in a locality. However, for the theory of popula-
tion genetics with small populations, the estimate obtained by ecological counting is
only a crude approximation of the “population size,” N, implied by the equations.
What matters is the chance that two copies of a gene will be sampled as the next genera-
tion is produced, and this is affected by the breeding structure of the population. A
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Effective population size can differ
from observed population size

population of size N contains 2N genes at a locus. The correct interpretation of N for

the theoretical equations is that N has been correctly measured when the chance of

drawing two copies of the same gene is 1/(2N).

If we draw two genes from a population at a locality, we may be more likely for
various reasons to get two copies of the same gene than would be implied by the naive
ecological measure of population size. Population geneticists therefore often write N,
(for “effective” population size) in the equations, rather than N. In practice, effective
population sizes are usually lower than ecologically observed population sizes. The
relation between N, the effective population size implied by the equations, and the
observed population size N can be complex. A number of factors are known to
influence effective population size.

1. Sex ratio. If one sex is rarer, the population size of the rarer sex will dominate the
changes in gene frequencies. It is much more likely that identical genes will be drawn
from the rarer sex, because fewer individuals are contributing genes to the next
generation. Sewall Wright proved in 1932 that in this case:

L on
TN fi
Where N, = number of males, and N, = number of females in the population.

2. Population fluctuations. If population size fluctuates, homozygosity will increase
more rapidly while the population goes through a “bottleneck” of small size. N, is
disproportionately influenced by N during the bottleneck, and a formula can be
derived for N, in terms of the harmonic mean of N.

3. Small breeding groups. If most breeding takes place within small groups, then the
effective population size will differ from the total population size (made up of all the
small breeding groups put together). N, can be smaller or larger than N, depending
on whether we look at the effective size of the local populations, or of all the local
populations together. It also depends on the extinction rates of goups, and the
migration rates between groups. Several models of population subdivision have
been used to derive exact expressions for N,.

4. Variable fertility. If the number of successful gametes varies between individuals
(as it often does among males when sexual selection is operating, see Chapter 12),
the more fertile individuals will accelerate the march to homozygosity. Again, the
chance that copies of the same gene will combine in the same individual in the
production of the next generation is increased and the effective population size is
decreased relative to the total number of adults. Wright showed that if k is the
average number of gametes produced by a member of the population and 67 is the
variance of k (see Box 9.1, p. 233, for the definition of variance), then:

4N -2
N, = 6.9
¢ ol+2 (6:9)

For N, < N, the variance of k has to be greater than random. If k varies randomly, as a
Poisson process, 6 =k=2and N, = N.
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These are all quite technical points. The N, in the equations for neutral evolution is
an exactly defined quantity, but it is difficult to measure in practice. It is usually less
than the observed number of adults, N. N, = N when the population mates randomly, is
constant in size, has an equal sex ratio, and has approximately Poisson variance in
fertility. Natural deviations from these conditions produce N, < N. How much smaller
N, is than N is difficult to measure, though it is possible to make estimates by the for-
mulae we have seen. Other things being equal, species with more subdivided and inbred
population structures have a lower N, than more panmictic species.

become homozygous. The
ibrium does not apply to small
ect of drift is to reduce the amount

t of neutral genetic variability in a popu-
e a balance between its loss by drift and its

by new mutation.

e “effective” size of a population, which is the
opulation size assumed in the theory of population
genetics for small populations, should be distin-
guished from the size of a population that an ecologist
might measure in nature. Effective population sizes are

usually smaller than observed population sizes.

a locus. The

Further reading

Population genetics texts, such as those of Crow (1986), Hartl & Clark (1997), Gillespie
(1998), or Hedrick (2000), and molecular evolution texts such as Page & Holmes
(1998), Graur & Li (2000), and Li (1997), explain the theory of population genetics
for small populations. Crow & Kimura (1970) is a classic account of the mathematical
theory. Lewontin (1974) and Kimura (1983) also explain much of the material.
Wright (1968) is more advanced. Beatty (1992) explains the history of ideas, including
Wright’s, about random drift. Kimura (1983) also contains a clear account of the parts
of the theory most relevant to his neutral theory and discusses the meaning of effective
population size. For the medical examples of founder events in humans, see Dean
(1972) and Hayden (1981).
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Natural Selection and
Random Drift in Molecular
Evolution
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7.1

Random drift and natural selection can both
hypothetically explain molecular evolution

Molecular evolution is studied in
substitutions between species and

polymorphisms within species

Molecular evolution may be driven

by selection or drift

Evolution, at the molecular level, is observable as nucleotide (or base) changes in the
DNA and amino acid changes in proteins. The word substitution is often used to refer to
an evolutionary change. In particular, a gene (or a nucleotide) substitution means that
one form of a gene (or a nucleotide) increases in frequency from being rare in the popula-
tion to being common. Evolutionary substitutions are studied by comparing different
species. If one species has nucleotide A at a certain site and another species has nucleo-
tide G, then at least one substitution must have occurred in the evolutionary lineage
connecting the two species. Molecular evolution is also studied by looking at poly-
morphisms within a species. A polymorphism exists if, for example, some individuals of
a species have nucleotide A at a certain site while other individuals have G. A complete
substitution has not occurred, because both A and G are in fairly high frequency, but
some process must have driven up the frequency of one or both nucleotides in the past.

Polymorphism within a species, and evolutionary change between species, can be
explained by two processes: natural selection and drift. This chapter will be looking at
the contributions of drift and selection in molecular evolution. The subject hardly
existed before the 1960s. Then gel electrophoresis (Section 4.5, p. 83) started to be
used to study polymorphism, and the amino acid sequences of some proteins (such as
cytochrome c and hemoglobin) became available for several species. The early evidence
led Kimura (1968) and King & Jukes (1969) to suggest what Kimura called the neutral
theory of molecular evolution. Motoo Kimura (who lived from 1924 to 1994) was a
Japanese geneticist, and it was particularly him and his followers who promoted the
neutral theory in the two decades after those original publications in 1968 and 1969.

The neutral theory does not suggest that random drift explains all evolutionary
change. Natural selection is still needed to explain adaptation. It is, however, possible
that the adaptations we observe in organisms required only a small proportion of all the
evolutionary changes that have actually taken place in the DNA. The neutral theory
states that evolution at the level of DNA and proteins, but not of adaptation, is domin-
ated by random processes; most evolution at the molecular level would then be non-
adaptive. We can contrast the neutral theory with its opposite: the idea that almost all
molecular evolution has been driven by natural selection.

The difference between the two ideas can be understood in terms of the frequency
distribution for the selection coefficients of mutations, or genetic variants. (It does not
matter here whether we talk about new mutations or the set of genetic variants existing
in a population at a genetic locus. “Genetic variant” could be substituted for “mutation”
throughout this paragraph.) Given a mutation of a certain selection coefficient, the theory
of random drift or selection (as described in Chapters 5 and 6) applies in a mathem-
atically automatic way. If the selection coefficient is positive, the mutation increases in
frequency; if it is negative, it is eliminated; if it is zero, the gene frequencies drift.!

! This chapter uses a slightly different notation for selection coefficients from Chapter 5. In Chapter 5, the

genotype with the highest fitness was given a fitness of 1 and the other genotypes were given fitnesses like (1 —s).
Here we shall be interested in whether one form of a molecule has a higher, lower, or equal, fitness with another
form, and it will be more convenient to talk about selection coefficients that are +, 0, or —. A +ve selection
coefficient means natural selection favors the variant; —ve means it is selected against; 0 means it is neutral.
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What frequency of advantageous, disadvantageous, and neutral mutations do we
expect there to be? Consider the nucleotide sequence of a gene in a living organism. The
gene codes for a reasonably well adapted protein: the protein is unlikely to be a dud if
the organism containing it is alive. Now consider all the mutations that can be made
in the gene. You could work down the gene, altering one nucleotide at a time, and ask
for each change whether the new version was better, worse, or equally as good as the
original gene. In a population of organisms in nature, mutations will be occurring and
causing these kinds of change, in certain frequencies.

Many mutational changes will be for the worse, and will have negative selection
coefficients. Adaptation is an unlikely state of nature, and a random change in an
adapted protein is likely to be for the worse. The disagreement has been about the relat-
ive frequencies of the other two classes of mutations: the neutral and the selectively
advantageous. If natural selection has produced most evolutionary change at the
molecular level, many advantageous mutations must have occurred, but few neutral
mutations. If neutral drift has produced most evolutionary change at the molecular
level, the relative frequencies are the other way round. Figure 7.1 illustrates two extreme
views, in which most molecular evolution will be driven by selection (Figure 7.1a) or by
drift (Figure 7.1b). The difference between the two is in the relative heights of the graph
in the 0 and + regions. The high frequency of mutations in the — region is common to
the two. Kimura’s original neutral theory of molecular evolution implied something
like Figure 7.1b.

At this point, it is worth pointing out two things that Kimura was not saying, and
his modern followers are still not saying. The neutral theory says that the majority of
molecular evolution is driven by neutral drift — but that does not mean the majority
of mutations are neutral. Figure 7.1c illustrates what Kimura (1983) called “pan-
neutralism,” in contrast with his own ideas. Pan-neutralism mean that almost all
mutations are neutral. Then, almost all evolution would be by neutral drift, just as in

Frequency (b) Frequency (0 Frequency
of mutation of mutation of mutation

+ - 0 + - 0 +
Selection coefficient Selection coefficient

Figure 7.1 mutations to account for all molecular evolution; whereas
The neutral and selectionist theories postulate different (b) neutralists believe there are more neutral, and hardly
frequency distributions for the rates of mutation with various any selectively favored, mutations. (c) The theory of
selection coefficients. (a) According to the selectionists, exactly pan-neutralism, according to which all mutations are

neutral mutations are rare and there are enough favorable selectively neutral.
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Neutralists do not claim that all
mutations are neutral . . .

... or that neutral drift explains
adaptation

the neutral theory. But if most evolution is by neutral drift, that does not mean most
mutations are neutral. Evolution is not the same as mutation. In Figure 7.1b, all the
mutations that may end up contributing to evolutionary change are neutral, but the
majority of mutations are disadvantageous and will be selected against. Disadvant-
ageous mutations disappear from the population before they have any chance to show
up as evolution. The neutral theory therefore does not rule out natural selection. It
simply has a different use for it than has the selectionist theory of molecular evolution.
The selectionist theory uses natural selection to explain both why mutations are lost
(when they are disadvantageous) and are fixed (when they are advantageous). The neu-
tral theory uses selection only to explain why disadvantageous mutation are lost; it uses
drift to explain how new mutations are fixed.

Pan-neutralism is almost certainly false. We have strong evidence against it. For
example, pan-neutralism has difficulty in explaining why different genes, and dif-
ferent parts of genes, evolve at different rates (Section 7.6 below). Nor is it theoretically
plausible. It is absurd to suggests that hardly any mutations are disadvantageous.
Organisms, including their molecules, are adapted to their environments; we only need
reflect on the efficiency of digestive enzymes — or any other biological molecule — in
supporting life to realize that. If molecules are adaptive, many (or most) changes in
them will be for the worse.

The other thing that the neutral theory of molecular evolution does not claim is that
all molecular evolution is driven by neutral drift. It says that most molecular evolution
is by neutral drift. An important fraction of molecular evolution is almost certainly
driven by selection: the fraction of molecular evolution that occurs during the evolu-
tion of adaptations.

Biological molecules are well adapted for their functions. Hemoglobin carries
oxygen; enzymes catalyze biochemical reactions. These adaptive functions did not
evolve by accident. Random drift will not have contributed much, if at all, to adaptive
evolution. The evolutionary events that gave rise to the adaptive functions of the
modern molecules of life were almost all powered by selection.

Selectionist and neutral theories of molecular evolution agree that selection drives
adaptive evolution. The disagreement is over what fraction of molecular evolution
is adaptive. To see the point, imagine a gene of about 1,000 nucleotides (correspond-
ing to a protein of about 300 amino acids). There are 41:0% or about 10° possible
sequences of the gene. The protein encoded by the gene will have some function, for
example carrying oxygen in the blood (actually done by hemoglobin, which is made
up of four polypeptides of slightly less than 150 amino acids each). The neutral theory
suggests that, of the 10°%° possible molecules, the great majority would fail to carry
oxygen at all, and many would do so poorly. Then there would be a minority, of
maybe a few hundred different sequences, all very similar to one another, all of
which would code for proteins that carried oxygen equally well. What we observe
as evolution consists of shuffling round within this limited set of equivalent sequences.
The selectionist alternative is that the few hundred variants are not equivalent, but
that one works better in one environment, another in another environment, and so
on. Evolution then consists of the substitution of one variant for another when the
environment changes.

As the chapter unfolds, we shall see how the original neutral theory (illustrated
in Figure 7.1b) has been modified in two ways. One is the development of the “nearly
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neutral” theory of molecular evolution. Kimura’s original theory considered only
purely neutral mutations, with a selection coefficient of zero. His modern followers
also consider mutations with small positive or negative selection coefficients. Because
drift is more powerful with small population sizes (Section 6.1, p. 138), these nearly
neutral mutations are influenced more by drift in small populations and more by
selection in large populations. The mutations become effectively neutral, or non-
neutral, depending on population size.

Secondly, the original neutral theory made a global claim about all molecular evolu-
tion. The neutral theory suggested that almost all molecular evolution is driven by
neutral drift. Now the theory has been refined. Some parts of the DNA appear to evolve
by neutral drift, but the relative contributions of selection and drift in other parts of
the DNA are less clear. The stark contrast between (a) and (b) in Figure 7.1 has been
modified by 30 years of accumulated evidence.

The crucial difference between the selectionist and neutral theories of molecular
evolution lies in the relative frequencies of neutral and selectively advantageous muta-
tions. The direct way to test between them should simply be to measure the fitnesses
of many genetic variants at a locus, and count the numbers with negative, neutral, or
positive selection coefficients under certain environmental conditions. But the con-
troversy has not been settled in this way. To measure the fitness of even one common
genetic variant is a major research exercise, and to measure the fitnesses of many rare
variants would be practically impossible.

In the first half of this chapter we shall look at three lines of less direct evidence that
were originally used by Kimura, and King and Jukes, to argue for the importance of
neutral drift in molecular evolution.

1. The absolute rate of molecular evolution and degree of polymorphism, both of
which have been argued to be too high to be explained by natural selection.

2. The constancy of molecular evolution, which has been argued to be inconsistent
with natural selection.

3. The observation that functionally less constrained parts of molecules evolve at a
higher rate, which has been argued to be the opposite of what the theory of natural
selection would predict.

Observation 1 is now of little influence. The molecular clock (observation 2) is not

merely still influential, but has become the basis of a major research program in evolu-

tionary biology. The relation between functional constraint and rate of evolution

(observation 3) is also important. It has turned out that observation 3 can be studied

more powerfully with DNA sequences, which have become increasingly available since

the 1980s, than in protein sequences, which were used in the 1960s and 1970s.

In the second half of the chapter we shall look at some additional ways of testing
between drift and selection that have become possible in the genomic era.

Rates of molecular evolution and amounts of genetic
variation can be measured

Rates of evolution are estimated from the amino acid sequence of a protein, or
nucleotide sequence of a region of DNA, in two or more species. For any two species,
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sequence
Species 1

Common ancestor

Rates of molecular evolution can be
measured . . .

Figure 7.2
Imagine that some region of a protein has the illustrated
sequences in two species. The evolutionary change has happened
somewhere within the lineage connecting the two species via their
common ancestor. The simplest interpretation is that either an
alanine has been substituted for a glycine in the lineage leading to
species 2, or a glycine for an alanine in the lineage to species 1.
Species 2 Either way, the amount of evolution is one change, and it has
T taken place in twice the time from the species back to their
(years) common ancestor; or, one change in 2t years. In practice,
particularly with DNA data, the method of maximum likelihood
is used to correct for multiple hits and the possibility that the
ancestor had none of the states present in the modern species
(Section 15.9.3, p. 442).

...GLY ALA LEU...

the approximate age of their common ancestor can be estimated from the fossil record.
The rate of protein evolution can then be calculated as the number of amino acid differ-
ences between the protein of the two species divided by two times the time to their
common ancestor (Figure 7.2). For example, if the species are humans and mice, their
common ancestor probably lived about 80 million years ago. If we look at the sequence
of a 100 amino acid protein in the two species and it differs at 16 sites, then the rate of
evolution is estimated at 16/(100 X 160 x 10°) = 1 X 10~ per amino acid site per year.

Much the same calculation can be made per nucleotide site for the rate of DNA
evolution. But with DNA, a correction has to be made for “multiple hits.” For instance,
suppose that species 1 has nucleotide A at a certain site and species 2 has G at the equival-
ent site. Using the reasoning of Figure 7.2, we could deduce that one change has taken
place in 2t years. However, more than one change may have occurred. The common
ancestor might have had nucleotide A (the same reasoning applies if it had G). In the
lineage leading to species 2, A changed to G. That requires at least one change, but there
may have been more. Up that lineage, A may first have evolved to T and then T to G. In
the lineage leading to species 1, A may have remained unchanged all the time.
Alternatively, A may have evolved into C and then C evolved to A again. We see only
one difference between the A and G in the modern species 1 and 2, but more than one
change may underlie it.

The problem — that more than one substitution may underlie one observed differ-
ence between two species — is the problem of multiple hits. The problem is particularly
acute for DNA, because DNA has only four states: the four nucleotides A, C, G, and T.
Multiple evolutionary changes can easily end up leading to the same state in two
species. For amino acids in proteins, there are 20 states (the 20 main amino acids) and
multiple changes are less likely to result in the same state in two species. In Section
15.9.3 (p. 442) we look at how to correct for multiple hits in DNA data. Analogous
corrections can be made for protein data. In this chapter, we simply assume that the
necessary corrections have been made in estimates of evolutionary rates.

Table 7.1 gives some examples of evolutionary rate estimates, based on comparisons
between humans and mice. As can be seen, different proteins evolve at different rates.
Ribonuclease evolves slowly, albumin rapidly. Section 7.6 looks at why different
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of nucleotide
evolution

6.08
4.92
3.36
5.87
4.57
8.98
2.18

4.25

proteins evolve at different rates. Here we are just looking at the approximate figures.
An approximate, memorable figure suggested by Table 7.1 is that amino acids are
substituted at a rate of a bit less than one per billion years at each amino acid site in a
protein.

Another important figure is for the amount of genetic variation within a species at a
particular time. The amount of variation can be described by two main indexes. One is
the chance that two randomly drawn alleles differ at an average locus, or heterozygosity
(H, see Box 6.3, p. 149); we previously met H as a property of one locus. H can also be
measured for a number of loci, and then expressed as an average for all of them. The
other measure is the percentage of polymorphic loci. If, say, 20 loci are studied by gel
electrophoresis, and 16 show no variation and four have more than one band on the
gel, then the percent polymorphism would be 4/20 X 100 = 20%. Gel electrophoretic
evidence suggests that about 10-20% of loci are polymorphic in species in nature
(Table 7.2).

Genetic variation has been measured at the DNA level in fewer species, because
it requires sequencing a stretch of DNA in many individuals within one species.
DNA diversity within a species is expressed as the “nucleotide diversity” (), which is
mathematically equivalent to heterozygosity. In humans, is about 0.001. Thus, two
randomly picked human DNA molecules (including two within any one human body)
differ at about one in a 1,000 sites. Human DNA may be less diverse than that of many
other species (Box 13.2, p. 365). Drosophila DNA has a nucleotide diversity almost
10 times higher than human DNA.

Kimura (1968, 1983) thought that the rate of molecular evolution, and the amount
of molecular variation, was too high for a process driven by natural selection. His argu-
ments are now mainly of historic importance and are outlined in Box 7.1.
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homozygotes by normal Mendelian segregation in the next
generation. For one locus, heterozygote advantage is plausible.
A few individuals die because they are homozygotes, but the
population continues to exist.

However, initial surveys suggested that about 3,000 loci might
be polymorphic in fruitflies. Suppose all 3,000 were maintained by
heterozygous advantage. The chance that an individual would be
heterozygous at all 3,000 is essentially zero. All individuals will be
homozygous at many hundreds of loci. If each such locus lowers
fitness by a few percent, every individual will be dead several
times over. (In terms of the example of sickle cell anemia, it is as if
everyone has some such condition at hundreds of their loci. You
might survive one of them, but not all of them.) Kimura concluded
that it was impossible for natural selection to maintain all the
genetic variation observed at the molecular level. The genetic
variation must be maintained by random drift, which explains
polymorphism by a balance of drift and mutation (Section 6.6,

p. 150). Neutral variation does not create a genetic load.

Kimura's argument retains its interest, but is now generally
thought to be inconclusive, for two main reasons. One is that the
upper limits on the rate of evolution, and on the tolerable level of
genetic variation, can be raised if we allow for soft selection.
Haldane and Kimura's calculation assumed hard selection. Hard
selection means that natural selection adds to the amount of
mortality, decreasing the population size. We can distinguish
between “background” mortality, due to normal ecological
processes (Section 4.1, p. 72), and “selective” mortality, due to
the action of natural selection. Organisms produce many more
offspring than can survive, and many die without reproducing.

If a cod produces 5,000,000 eggs, on average 4,999,998 die
before reproducing, because of the operation of various ecological
mortality factors. Natural selection is hard if it reduces the number
of survivors below two. Natural selection is soft if converts some
of the background ecological mortality into selective mortality.
Population size is not reduced if selection is soft.

As a concrete example, imagine the population size is limited by
the number of breeding territories. Only 100 territories exist in an
area, and non-owners soon die of starvation. The 100 territory
owners produce 10 eggs each, making 1,000 eggs in all. Half the
eggs die before growing up into adults, such that 500 adults
compete for the 100 territories each generation (400 will fail —
though the numbers might need adjusting if gender introduces
complexities). Consider first extreme soft selection. A new
advantageous genotype arises, which increases juvenile survival,
perhaps by 20%. Once the genotype is fixed, 600 juveniles will
survive to become adults. However, the same 100 territories exist
and the reproductive output of the population will not be altered.

Compare that with hard selection. A new disease arises that is
only caught by territory holders. A new genotype arises, making

the birds resistant to the disease; most of the birds initially have a
disease-susceptible genotype. Until the disease-resistant genotype
is being substituted by natural selection, the reproductive output
of the birds will decrease. The mortality caused by the disease is
additional. It comes on top of the ecological winnowing down,
caused by the limited supply of territories.

Substitutional load ultimately limits the rate of evolution
whether selection is hard or soft, but the limit is much lower with
hard selection. Much selection in fact is probably soft, and does not
reduce the reproductive output of a population. Evolution can then
proceed at a higher rate than that calculated by Kimura and
Haldane.

The second counterargument is that natural selection can act
jointly on many loci. In the argument above about heterozgous
advantage, we assumed that each homozygous locus in an
individual reduces fitness by a few percent. Natural selection may
not work like that. An individual may be able to survive equally well
with one, two, three, or 100 homozygous loci, and only after the
number of homozygous loci goes over some threshold, such as 500,
will that individual's fitness seriously decrease. Then, many more
heterozygous loci can be maintained in the population than if each
locus contributes its own mortality. A similar argument can be made
for the rate of evolution. A distinction is being made here between
multiplicative fitnesses, in which each locus contributes its own
independent effect on the organism'’s fitness, and epistatic
fitnesses, in which the effects of different loci are not independent.
Section 8.8 (p. 206) looks at the distinction more. It also features in
the arguments about sex in Section 12.2.2 (p. 323).

A third counterargument is that genetic variation can be
maintained by frequency-dependent selection without creating a
genetic load. (The sex ratio, which maintains the X and Y
chromosomes, is an example: see Section 12.5, p. 337.) Thus,
even if Kimura's argument rules out heterozygous advantage
as the explanation of much genetic variation, it does not rule
out all forms of natural selection.

These counterarguments have not been shown to be correct in
fact. They are hypothetical arguments, and reduce the theoretical
force of Kimura's case. Neutral theory, for this reason, is now
usually supported by arguments other than genetic load. However,
the arguments are still worth knowing. They have been historically
influential and also still constantly crop up, in one form or another,
in many areas of evolutionary biology. Moreover, Williams (1992)
suggested that the whole problem had been swept under the rug
rather than solved, and that biologists should be paying more
attention to the problem of loads.

Further reading: Lewontin (1974), Kimura (1983), Williams (1992),
Gillespie (1998).
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Rates of molecular evolution are arguably too constant
for a process controlled by natural selection

Molecular evolution seems to show
amolecular clock

The rate of molecular evolution can be measured for any pair of species by the method
shown in Figure 7.2. Each pair of species needs a figure for the number of molecular dif-
ferences and the time to their common ancestor. We can plot the point defined by these
two numbers for many pairs of species; Figure 7.3 is an example for o.-hemoglobin. The
striking property of the graph is that the points for the different species pairs fall on a
straight line. Molecular evolution appears to have an approximately constant rate per
unit time; it is therefore said to show a molecular clock. Evolutionary change at the
molecular level ticks over at a roughly constant rate, and the amount of molecular
change between two species measures how long ago they shared a common ancestor.
(Molecular differences between species can be used to infer the time of events in the
evolutionary past, as we shall see in Parts 4 and 5 of this text.)

A graph such as Figure 7.3 requires a knowledge of the time to the common ancestor
for each species pair. These times are estimated from the fossil record and are uncertain
(Chapter 18); the results are therefore not universally trusted. However, we can also test
the constancy of molecular evolution by another method, which does not require abso-
lute dates, and this other test also suggests that molecular evolution is fairly clock-like
(Box 7.2). There is empirical controversy as to how constant the molecular clock is, but
the statistical details are involved and we shall not enter into them here. We can reason-
ably conclude at present that the rate of molecular evolution is constant enough to
require explanation.
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What does a constant rate imply about whether molecular evolution is mainly driven
Kimura argued that drift explains by natural selection or neutral drift? Kimura reasoned that constant rates are more
the molecular clock, whereas easily explained by neutral drift than selection. Neutral drift has the property of a

selection does not random process and its rate will show the variability characteristic of a random process.

Neutral mutations crop up at random intervals, but if they are observed over a
sufficiently long time period the rate of change will appear to be approximately con-
stant. Neutral drift will drive evolution at a fairly constant rate. Natural selection,
Kimura argued, does not produce such constant change. Under selection, the rate of
evolution is influenced by environmental change as well as the mutation rate; and it
would require a surprisingly steady rate of environmental change, over hundreds of
millions of years, in organisms as different as snails and mice and sharks and trees to
produce the constant rate of change seen in Figure 7.3.

Moreover, if we look at characters, such as any adaptive morphological characters,
that have undoubtedly evolved by natural selection, they do not seem to evolve at
constant rates. Kimura (1983) discussed the evolution of the bird wing as an example.
Before the wing evolved, there was a long period during which the vertebrate limb
remained relatively constant (in the form of the tetrapod limb of amphibians and
reptiles). Then came a shorter period when the wing originated and evolved. Finally,
there was a long period of fine tuning a more or less finished wing form.

Morphological evolution is not The wings of birds undoubtedly evolved by natural selection. The rate of change dur-

clocklike ing wing evolution fluctuated between fast and slow. The rate of molecular evolution
appears to be relatively constant, compared with morphological evolution. This observa-
tion is also Kimura’s reason for confining the neutral theory to molecules, and not
applying it to the gross phenotypes of organisms. Molecular evolution does appear to
have a fairly constant rate, as would be expected for a random process. Morphological
evolution has a different pattern, and is probably driven by the non-random process of
selection.

Molecular evolution in “living fossils” provides a striking example both of the
constant rate of molecular evolution and of the independence between molecular and
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morphological evolution. The Port Jackson shark Heterodontus portusjacksoni is a
living fossil — a species that closely resembles its fossil ancestors (some over 300 million
years old). Its molecules have been evolving very differently from its morphology.
Hemoglobin duplicated into o and B forms before the ancestor of mammals and
sharks, at the beginning of the chordate radiation. We can count the amino acid differ-
ences between 0.~ and B-hemoglobin as a measure of the rate of molecular evolution
in the lineages leading to the modern species. Table 7.3 reveals that changes have accu-
mulated in the Port Jackson shark lineage at the same rate as the human lineage. The
rates of molecular evolution in the two lineages are roughly equal.

The constancy of molecular evolution in the shark and human lineages for the past
300 million years is in marked contrast with their rates of morphological evolution.
The lineage leading to the modern Port Jackson shark has hardly had any change at all.
But the lineage leading to humans has passed from an initial fish-like stage, through
amphibian, reptilian, and several mammalian stages, before evolving into modern
humans. Moreover, as Table 7.3 shows, human B-globin is as different from human o.-
globin as it is from carp o.-globin. This is despite the fact that human o- and -globin
will have shared much more similar external selective pressures, as they have been
locked in the same kind of organisms throughout evolution, than have human -
globin and carp o-globin.

The result suggests that the o- and B-globin molecules have been accumulating
changes independently, at roughly constant rates, regardless of the external selective
circumstances of the molecule. This in turn suggests that most of the evolutionary
changes in the globin molecule have been neutral shifts among equivalent forms, of
equal adaptive utility. While the rates of morphological change vary greatly among the
various evolutionary lineages of vertebrates, the rates of molecular evolution all seem
to have been more similar.

The molecular clock shows a generation time effect

The molecular clock seems to support the neutral theory of molecular evolution.
However, when we examine the evidence in more detail, the support becomes less
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The molecular clock may or may
not be predicted to depend on
generational time, depending on
the mutational process

The real mutational process does
depend on generation length

clear-cut. In particular, we should look at whether the clock runs relative to absolute
time (in years) or generational time. Mice have shorter generations than elephants: but
do molecules in mice show the same amount of evolutionary change per million years
as equivalent molecules in elephants?

The prediction of the neutral theory depends on the mutational process. The rate of
neutral evolution equals the neutral mutation rate (Section 6.3, p. 144). If species with
short generation times have more mutations per year than species with long generation
times, we expect species with short generations to evolve faster. We can distinguish
three possibilities. One is that most mutations have external, environmental causes,
such as UV-rays or chemical mutagens. Environmental mutagens probably hit organ-
isms at an approximately constant rate through time. An organism that breeds after
1 year will have been hit by about 12 times as many mutagens as an organism that
breeds after 1 month. The neutral theory then predicts the molecular clock will tick
according to absolute time.

Secondly, at the opposite extreme, most mutations might occur during the disrupt-
ive events of meiosis. Meiosis happens only once per generation in all species, whether
their generation times are long or short. The number of mutations per generation
would then be similar in elephants and in shrews. The neutral theory predicts that the
molecular clock should tick according to generational time.

Thirdly, mutations might mainly happen when DNA is replicated. The mutation
rate would depend on the number of times DNA is replicated per generation, which
equals the number of mitotic cell divisions in the cell lines that produce gametes. (The
cell lines that produce the gametes are called the “germ line.”) Species with long gen-
eration times do have more germ line cell divisions than species with short generation
times, but the number is not proportional to generation time. For instance, a 30-year-
old human female has 33 cell divisions behind each of her eggs, since the time when she
was herself a zygote. A 30-year-old man has about 430 cell divisions behind each of his
sperm. The average of the man and woman is about 230 cell divisions. A mature female
rat has 29 cell divisions behind each egg, and a male rat about 58 cell divisions behind
each sperm, giving an average of 43 cell divisions. The ratio of germ line cell divisions
in a human to a rat is 230 : 43 or about five. The human generation length is about
30 years, the rat’s about 1 year. The ratio of generation lengths in years is about 30,
but humans have only about five times as many cell divisions in the germ line.

If mutations mainly happen at mitosis, the neutral theory predicts that the rate
of evolution will be slower per year in species with longer generations than in species
with shorter generation times, but not as slow as the ratio of their generation times
(expressed in years) would predict.

For much of the twentieth century, mutations were thought mainly to have envir-
onmental causes. This belief followed from the discovery in the 1920s that X-rays and
certain chemicals could cause mutations. But by the late twentieth century it had been
established that most mutations are internal copying errors during DNA replication
rather than externally caused. Thus, the third possibility is the most realistic. The
neutral theory predicts there should be a generation time effect in the molecular clock.

Now let us turn to the evidence. What kind of time do real molecular clocks keep?
For proteins, an important early paper by Wilson et al. (1977) strongly suggested that
the clock runs relative to absolute time for protein evolution. Figure 7.4 shows their
method. They picked a number of pairs of species. In each pair, one species had a short



A generation time effect is seen in
synonymous evolution . . .
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Figure 7.4

Wilson et al.’s (1977) method to test for a generation time effect
on the rate of protein evolution. a, b, and c are the numbers of
evolutionary changes in the three segments of the tree; they are

c estimated from the pairwise molecular differences between the
species using the method of Box 7.2. The “outgroup” can be any
species known to have a more distant common ancestor with the
pair of species being compared. The evidence suggests that a= b
for many molecules and species pairs, whereas a would be less
than b if generation time influenced evolutionary rate.

generation time and the other had a long generation time. Wilson et al. used a relative
rate test (Box 7.2), and found that the amount of change was similar in the two lineages.
The result now looked awkward for the neutral theory. At the time, a neutralist could
easily argue that mutations occur at a probabilistically constant rate in absolute time,
and the result was as expected.

When DNA evidence became available, it showed a different picture, at least for syn-
onymous changes. (Synonymous changes are nucleotide changes that do not alter the
amino acid. Nucleotide changes that do alter the amino acid are called non-synonymous.
Synonymous changes are possible because of the redundancy in the genetic code —
Section 2.5, p. 28.) Rodents, such as mice and rats, have shorter generation times than
primates and artiodactyls (such as cows). For synonymous substitutions, evolution is
faster in rodents than in artiodactyls, and faster in artiodactyls than in primates (Table 7.4).
Synonymous substitutions occur faster in species with shorter generation times.

Generation
time

.3(0.9-1.9)
2 (1.5-2.4) }Long

2.2(1.8-2.8)

(12-25)  4.2(2.9-6)

55(@5-65)  3.5(3.0-43) }Med"’"‘

3,886 15(10-30) 7.9(3.9-11.8) 1} Short




170 | PART 2/ Evolutionary Genetics

... but perhaps not in non-
synonymous evolution

1.5

The DNA evidence for non-synonymous sites is more ambiguous. Some studies
have borne out Wilson et al.’s finding, that the generation time effect is either absent
or reduced in synonymous sites. Other studies have found that generation time
influences the rate of evolution in non-synonymous sites much as in synonymous sites.
Generation time may influence the rate of non-synonymous evolution in some genes,
or some lineages, but not others.

The factual picture that has emerged is that DNA evolution is influenced by genera-
tion times for synonymous sites. For non-synonymous sites, where a substitution alters
the amino acid, the generation time effect is less clear. Synonymous evolution fits the
neutral theory. Non-synonymous evolution either does not fit the neutral theory, or
does not fit it so well as synonymous evolution.

The nearly neutral theory

7.5.1

The exact form of molecular
evolution does not neatly fit the
original neutral theory . . .

... in atleast four respects

The “purely” neutral theory faces several empirical problems

The different effects of generation time in the molecular clocks for synonymous and
non-synonymous evolution is one of several factual difficulties that had emerged in the
neutral theory by the late 1980s. A related problem is that the molecular clock is not
constant enough to fit the neutral theory. Molecular evolution does appear to be relat-
ively constant. The exact degree of constancy in the rate of evolution is difficult to
measure, for various statistical reasons, but by the time Gillespie (1991) wrote, many
authors were claiming that the rate of molecular evolution is more erratic, or more
episodic, than the neutral theory predicts. The molecular clock is not quite clock-like
enough. One explanation might be the generation time effect that we have just looked
at. If generation times fluctuate over evolutionary time, so will the rate of neutral evolu-
tion. Alternatively, some authors doubt whether generation times influence rates of
evolution, and for them some other explanation is needed for inconstancies in the
molecular clock.

A further problem emerged in the amounts of genetic variation. The neutral theory
predicts a certain level of genetic variation, which can be expressed as heterozygosity.
The heterozygosity is predicted to increase with population size (Figure 6.6, p. 151).
Fruitflies, with large N, should have more genetic variation than horses, with small
N. In fact it turned out that levels of heterozygosity are rather constant in all species,
independent of N (Figure 7.5).

In all, the neutral theory put forward by Kimura (1968, 1983) seemed to have prob-
lems with several points:

1. The stronger influence of generation times on the rate of synonymous evolution
than the rate of non-synonymous evolution.

2. The molecular clock, which is not constant enough.

3. Levels of heterozygosity, which are too constant between species and too low in
species with large population sizes.

4. Observed levels of genetic variation and of evolutionary rates, which are not related
in the predicted way.
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7.5.2

The nearly neutral theory invokes
an effect for population size

Yet another problem for the neutral theory appeared in the “McDonald—Kreitman
test,” which we look at later in Section 7.8.3.

The nearly neutral theory of molecular evolution posits a
class of nearly neutral mutations

In response to the factual difficulties we have just looked at, Ohta developed a modified
version of the neutral theory. The modified version — the nearly neutral theory — grew
in popularity until the 1990s. It is now a widely (though not universally) supported
explanation for much of molecular evolution.

Kimura’s original, “purely” neutral theory explained molecular evolution by exactly
neutral mutations. For exactly neutral mutations, we can ignore population size.
For purely neutral mutations, the rate of evolution equals the neutral mutation rate.
Population size cancels out of the equation (Section 6.3, p. 144). Population sizes are
difficult to measure, and it is a great advantage if we can ignore it. However, the purely
neutral theory appears not to fit all the facts. The nearly neutral theory can explain a
greater range of facts, by bringing population size back into the theory.

Population size only cancels out for purely neutral mutations. For a nearly neutral
mutation, the relative power of drift and selection depends on population size. Nearly
neutral mutations behave as neutral mutations in small populations, and their fate is
determined by random drift. They behave as non-neutral mutations in large populations,
and their fate is determined by selection. To see why, consider a slightly disadvantageous
mutation — one with a very small selective disadvantage. If it were purely neutral, its
chance of eventually being fixed would be '2N. If it is slightly disadvantageous, its
chance of being fixed by random drift is slightly less than 2N. In a small population,
of 100 or so, the mutation has a fairly high chance (slightly less than one in 200) of
ultimately being fixed by drift. But in a large population, of a million or so, the chance
of being fixed by drift is negligible (slightly less than one in 1,000,000). This is just to
restate the fact that drift is more powerful in small populations (Section 6.1, p. 138).

A slightly advantageous mutation, with a selective advantage of s relative to the other
allele at the locus, has some chance of being lost by random accidents even though it is
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Nearly neutral evolution is
controlled by drift in small, and by
selection in large, populations

Nearly neutral mutations can be
exactly defined

advantageous. The mutation might provide an advantage in the adult stage, but if the
individual who contains the mutation has an accident while young the mutation will
be lost. The chance that a slightly advantageous mutation is fixed by selection can be
calculated and it is roughly 2s. The mutation has a 1 — 2s chance of being lost by random
factors. Thus, if a mutation increases the fitness of an organism by 1%, the chance that
the mutation is lost by accident is 98%. (Graur & Li (2000, p. 54) give a simple deriva-
tion of this classic result.)

The 98% chance of being lost by accident is for any one copy of a mutation that has a
selective advantage of 1%. An advantageous mutation is more likely to be present in
one unique copy in a small, than a large, population. In a small population, an advanta-
geous mutation may arise once but then be lost by chance. In a large population, the
same mutation may occur several times and be present in multiple copies. (We assume
the same mutation rate per gene in small and large populations.) Any one copy of the
mutation may be lost by chance, but there are so many copies that one of them is likely
to survive and be fixed by selection.

Evolution, therefore, is arguably dominated by drift in small populations and by selec-
tion in large populations. We can be more exact. For mutations in populations where:

1
—>2s
2N

random drift is more important than selection in deciding that mutation’s evolutionary
fate. Therefore mutations that satisfy the inequality:

1
s<— or 4Ns< 1
4N

behave as effectively neutral even if they have a non-zero selection coefficient.
The inequalities are often expressed in the approximate form:

1
s<— or Ns<1
N

These are not strictly speaking accurate, but the four can often be dropped because the
arguments in this area are often inexact.

A mutation that satisfies the inequality 4Ns < 1 (or Ns < 1) is a nearly neutral
mutation. The class of nearly neutral mutations includes purely neutral mutations
(s =0), together with mutations that have small non-zero selection coefficients. The
conceptual interest of nearly neutral mutations is that they evolve by random drift
rather than natural selection.

The number of mutations that satisfy the inequality will depend on the population
size. If N is large, only mutations with small s will satisfy the inequality and behave as
neutral. As N decreases, more and more mutations, with higher and higher s, will satisfy
the inequality and be dragged into the effectively neutral zone. The realized rate of
neutral mutation therefore goes up as population size goes down. The number of
mutations per gene is unchanged as population size decreases, but the fraction of them
that behave as neutral will be higher if N is lower.
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The nearly neutral theory can
explain the observationson . . .

... genetic variation . . .

... unclocklike evolutionary
rates . ..

... generation time effects . . .
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We can now distinguish two random drift theories of molecular evolution. Accord-
ing to Kimura’s original neutral theory, most molecular evolution occurs as one purely
neutral mutation (s=0) is substituted for another. For the rest of this chapter I shall call
this the purely neutral theory or Kimura’s neutral theory. It should be distinguished from
the nearly neutral theory, according to which most molecular evolution occurs as one
nearly neutral mutation (4Ns < 1) is substituted for another.

The nearly neutral theory can explain the observed facts better
than the purely neutral theory

How can the nearly neutral theory explain the observations that did not fit the purely
neutral theory? We can start with the observation that genetic variation is much the
same within species with large population sizes as in species with small population
sizes. For purely neutral mutations, species with larger population sizes should have
more genetic variation; but they do not in fact. However, now suppose that many
mutations are nearly, rather than exactly, neutral. Moreover, suppose that most of
these nearly neutral mutations are slightly disadvantageous rather than slightly advant-
ageous. (The assumption is probably correct, because random mutations in a well
adapted molecule are more likely to make it worse than better.)

In a species with large populations, natural selection is more powerful than drift.
The slightly disadvantageous mutations will be eliminated and not contribute to the
observed genetic variation in that species. In species with small populations, natural
selection is weak relative to random drift. Slightly disadvantageous mutations will
behave as effectively neutral mutations. Some of them may drift up in frequency,
contributing to the observed genetic variation. Genetic variation will be lower than the
purely neutral theory predicts when population size is large. This is what is observed in
reality (Figure 7.5).

Now we turn to the molecular clock. The easier problem to deal with is the relative
inconstancy of the clock: the rate of molecular evolution is not as constant as the purely
neutral theory predicts. However, if there is a large class of nearly neutral mutations,
the rate of evolution will fluctuate over time when population sizes go up and down. As
population size decreases, more slightly disadvantageous mutations will become effect-
ively neutral. They may be fixed by drift, and the rate of evolution will increase. When
population size increases, the slightly disadvantageous mutations will be eliminated by
selection and the rate of evolution will slow down. The nearly neutral theory therefore
predicts a more erratic rate of evolution than the purely neutral theory.

The second problem we saw was that the molecular clock is more influenced by
generation time for synonymous than for non-synonymous changes. Ohta’s key
argument here is the relation between population size and generation length. Species
with long generation times tend to have smaller population sizes than species with
short generation times (this relation was shown empirically by Chao & Carr (1993)).
Whales, for example, live in smaller populations than fruitflies (even if we ignore the
effects of humans on the two life forms).

Mutations at synonymous sites are probably mainly neutral. In Ohta’s account,
the rate of evolution at synonymous sites is influenced by generation length simply
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... and non-effects . . .

... but the explanations are
controversial

7.5.4

because the mutational process is influenced by generation length. DNA is copied
fewer times per year in human gonads than in rat gonads. But why should there be less
of a generation length influence (or even no influence) on the rate of evolution at non-
synonymous sites? We begin by assuming that many amino acid-changing mutations
are slightly disadvantageous. In a species with a long generation length, such as a whale,
we now have two factors to consider: (i) DNA is copied slowly per year, which reduces
the mutation rate per year; and (ii) population sizes are small, which makes drift more
powerful than selection. Slightly disadvantageous mutations are less likely to be elimin-
ated by selection, and are more likely to be fixed by drift. Factor (i) slows the rate of
evolution; factor (ii) speeds it up.

Fruitflies, by contrast, have large population sizes but short generation times.
They have a larger supply of mutations, because they copy their DNA more per year.
But their population sizes are large, making fewer of the non-synonymous mutations
effectively neutral. In all, generation length has two opposing influences on the rate of
evolution for sites where many mutations are nearly neutral. Ohta suggests that the two
effects could approximately cancel out, and the rate of evolution per year would be
much the same whatever the generation length. That is her explanation for the possible
absence of a generation time effect on the rate of amino acid substitutions. She may be
right, but critics such as Gillespie argue that the two influences are unlikely to cancel
each other out exactly. Then, some generation length effect would still be expected on
the nearly neutral theory.

By this stage, we are at the frontiers of research, both for the facts and the theories.
The nearly neutral theory can in principle account for what is known about molecular
evolution, but that is not to say it has been shown to explain molecular evolution. The
main conceptual difference between the nearly neutral theory and Kimura’s original,
purely neutral theory is in the use of population size. Population size does not affect the
rate of evolution for purely neutral mutations. But it does affect the rate of evolution
for nearly neutral mutations. This gives the nearly neutral theory great flexibility,
because a wide variety of facts can be accounted for by assuming an appropriate history
of population sizes. But the use of population sizes also make the theory difficult to test,
because population sizes are difficult (and historic population sizes impossible) to
measure. Kimura’s original purely neutral theory, by contrast, was much more testable
because its predictions did not require us to know anything about population sizes.

In summary, Ohta modified the purely neutral theory by positing a class of nearly
neutral mutations. The relative power of selection and drift on these mutations depends
on population sizes. The nearly neutral theory, by plausible arguments about popula-
tion size, can account for several observations that present problems for Kimura’s
purely neutral theory.

The nearly neutral theory is conceptually closely related to
the original, purely neutral theory

The nearly neutral theory makes use of natural selection. In some circumstances (large
population size), the theory draws on natural selection; in other circumstances (small
population sizes), it does not. Nearly neutral theory might be thought to blur the dis-
tinction between “selectionist” and “neutralist” explanations of molecular evolution.



1.6

CHAPTER 7 / Natural Selection and Random Drift | 175
However, a fundamental distinction remains. For any evolutionary change, in which
one version of a gene is substituted for another, we can ask whether the force driving
that change was natural selection or random drift. In the nearly neutral theory, just
as in the original neutral theory, the force driving molecular evolution is neutral
drift. Natural selection against disadvantageous mutations has a subtler, more flexible
form in the nearly neutral theory than in the purely neutral theory. Drift and selection
combine in different ways in the two theories to explain the observed facts of molecular
evolution. But a crucial similarity remains: both theories explain evolution by drift.
Natural selection has only a negative role, acting against disadvantageous muta-
tions. This contrasts with all “selectionist” theories of molecular evolution, in which
molecular evolutionary change occurs because natural selection favors advantageous
mutations.

Evolutionary rate and functional constraint

7.6.1

Insulin illustrates the effect of
functional importance

Figure 7.6

The insulin molecule is made
by snipping the center out of
alarger proinsulin molecule.
The rate of evolution in the
central part, which is discarded,
is higher than that of the
functional extremities. From
Kimura (1983). Redrawn with
permission of Cambridge
University Press, © 1983.

More functionally constrained parts of proteins evolve
at slower rates

A protein contains functionally more important regions (such as the active site of an
enzyme) and less important regions. The rate of evolution in the functionally more
important parts of proteins is usually slower. For example, insulin is formed from a
proinsulin molecule by excising a central region (Figure 7.6). The central region is dis-
carded, and its sequence is probably less crucial than that of the outlying parts which
form the final insulin protein. The central part evolves six times more rapidly than the
outlying parts. The same result has been found by comparing evolutionary rates in the
active sites and in other regions of enzymes; the surface of a hemoglobin, for example,
may be functionally less important than the heme pocket, which contains the active
site. The evolutionary rate is about 10 times faster in the surface region (Table 7.5).

A similar tendency may underlie differences in the rates of evolution of whole genes,
or proteins. In Table 7.1 we saw that some proteins evolve faster than others. One
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Hemoglobin is another example

... asis synonymous and non-
synonymous evolution . . .

... and pseudogenes

et parts of the hemoglobin molecules. Rates are
per 10° years. Reprinted, by permission of the
Cambridge University Press.

B-hemoglobin

2.73
0.236

generalization is that “house-keeping” genes, which control the basic metabolic pro-
cesses of the cell, evolve slowly. The ribosomal protein, for instance, performs much the
same function in the ribosome in almost all life forms. It evolves slowly. Other genes,
such as the globins and immunoglobulins, have more specialized functions and only
operate in specific cell types. They evolve more rapidly. The pattern is less clear-cut
than the pattern we have just seen within a gene for insulin and for hemoglobin.
However, the evidence does suggest that the degree of functional constraint is related to
the rate of evolution for a large class of genes. A basic house-keeping gene may be more
difficult to change during evolution than a gene with a more localized function.

The same relationships between functional constraint and evolutionary rate have
been found for DNA as well as for proteins. Two properties of DNA sequences are par-
ticularly interesting: the relative rates of synonymous and non-synonymous changes in
the DNA, and the evolutionary rate of pseudogenes.

Synonymous base changes, which do not alter the amino acid, should be less
constrained than non-synonymous changes. Kimura had predicted, before DNA
sequences were available, that synonymous changes would occur at a higher rate. He
was right: evolution in fact runs at about five times the rate in synonymous, as in
non-synonymous, sites (Table 7.6).

A pseudogene is a region of a DNA molecule that clearly resembles the sequence of a
known gene, but differs from it in some crucial respect and probably has no function.
Some pseudogenes, for example, cannot be transcribed, because they lack promotors
and introns. (Promotors and introns are sequences that are needed for transcription,
but are removed from the mRNA before it is translated into a protein. The pseudogene
may have originated by reverse transcription of processed mRNA into the DNA.)
Pseudogenes, once formed, are probably under little or no constraint and mutations
will accumulate by neutral drift at the rate at which they arise. They will show pure
neutral evolution in the “pan-neutral” (see Figure 7.1) sense that all mutations are
neutral. The neutral theory predicts that pseudogenes should evolve rapidly. And they
do — they evolve even more rapidly than synonymous sites in functional genes. The
average rate of evolution at synonymous sites in Table 7.6 is 3.5 changes per 10° years. A
comparable set of pseudogenes has evolved at about 3.9 changes per 10° years (Li 1997).
A number of studies have shown the rate of pseudogene evolution to be about the same
as, or somewhat higher than, the rate of synonymous evolution. (Box 7.3 describes how
the rate of pseudogene evolution can be used to infer the total mutation rate in DNA.)
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inference assumes: (i) that the mutation rate in pseudogenes
epresentative of the genome as a whole; and (ii) all mutations
in pseudogenes are neutral (that is, no selective constraints exist
on them at all). The second assumption may not be valid (see
Section 7.8.5 on codon bias).

7.6.2  Both natural selection and neutral drift can explain the trend
for proteins, but only drift is plausible for DNA

The neutral explanation for the relation between evolutionary rate and functional
constraint is as follows. In the active site of an enzyme, an amino acid change will
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Selectionists predict rapid fine-
tuning adjustments in genes . . .

... but that theory is implausible

for non-coding DNA

1.7

probably change the enzyme’s activity. Because the enzyme is relatively well adapted,
the change is likely to be for the worse. It may well spoil the enzyme’s function. In other
parts of the molecule it may matter less what amino acid occupies a site, and a change is
more likely to be neutral. The proportion of mutations that are neutral will be lower for
the functionally constrained regions. Therefore, if the total mutation rate is similar
throughout the enzyme, the number of neutral mutations will be lower in the active
site. The evolutionary rate will then be lower too.

What is the selective explanation? The answer is usually expressed in terms of
Fisher’s (1930) model of adaptive evolution. We shall look at that model in Sec-
tion 10.5.1 (p. 266). The model predicts that small, fine-tuning changes are more likely
to improve the quality of adaptation than large changes. We could make an analogy
with a radio. Biological molecules are fairly well adapted, but need to change from time
to time to keep up with environmental change. This corresponds to a radio that is
tuned to a station, but may wander out of tune from time to time as the signal changes.
Most of the changes to the radio will be small, fine-tuning adjustments; a large jerk on
the tuning knob would usually make things worse.

Mutations in a protein’s active site will tend to have large effects; mutations in the
outlying regions will have smaller effects. A change in amino acid in the active site is a
virtual macromutation, which will almost always make things worse; natural selection
will only rarely favor amino acid changes. But a similar change in the less functionally
constrained parts may have more chance of being a small fine-tuning improvement
which natural selection would favor. Selection will then more often favor changes in
the less constrained regions of molecules, because there is more scope for fine tuning in
those parts.

For amino acid changes in protein evolution, the neutralist and selectionist explana-
tions are both possible. There was a controversy between the two in the 1970s and
1980s, and that controversy has never been settled. However, since the 1980s, interest
has shifted more to DNA. For the DNA evidence — particularly the rapid evolution
in synonymous sites and in pseudogenes — the selectionist explanation has few, or
no, supporters. There is no evidence that the rapid evolution of these regions of DNA
is due to exceptionally rapid, adaptive fine tuning. Pseudogenes are, after all, func-
tionless and it is difficult to see what adaptation could be fine tuned within them.
Some biologists favor the full neutralist view, according to which evolution at both
synonymous and non-synonymous sites is mainly neutral. The slower evolution at
non-synonymous sites is then because many amino acid changes are disadvantage-
ous. Other biologists accept the neutralist view for synonymous sites and pseudogenes,
but remain undecided whether amino acid changes are driven more by drift or posit-
ive selection.

Conclusion and comment: the neutralist paradigm shift

Arguably, the view of evolutionary biologists about molecular evolution has shifted
since the 1980s. When Kimura, King and Jukes first suggested the neutral theory in
1968 and 1969, they did so for protein evolution. The neutral theory was controversial
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in the 1970s. It was keenly discussed, but did not win widespread acceptance, nor did it
inspire a big research program that assumed its validity. Indeed the neutral theory is
controversial still for protein evolution. Natural selection may play a big part in the
evolutionary change of, and genetic variation in, proteins — though this is far from
confirmed.

Through the 1980s, DNA sequence data began to accumulate. The neutral theory
was more, and the selectionist theory less, successful at predicting and explaining the
patterns of evolution in DNA, particularly in synonymous and non-coding sites. More-
over, much of the DNA is non-coding. Perhaps 95% of human DNA does not code
for genes. The nature of “non-coding” DNA has only slowly become clear — indeed
biologists are still uncertain why non-coding DNA exists. During the 1970s, things
were more uncertain than now and biologists could argue that the apparently excessive
DNA could be informational in some way. Then selection would work on it. But much
of the non-coding DNA is now generally accepted to have no function, though its
nucleotide sequence may be partially constrained. It is difficult to see how selection
could drive many changes in this sort of “junk” DNA. Most evolution in non-coding,
non-genic DNA is thought to be neutral, though not pan-neutral. Therefore most of
the substitutions that occur in the DNA as a whole are thought to be neutral too,
because most of the DNA is non-coding. The conclusion is a little different from
Kimura’s original claim. He made it for proteins, that is for non-synonymous changes
in the DNA. He “won” the argument, but not for the kind of evidence he originally
discussed. It has turned out that most evolution is not in amino acid-changing parts
of the DNA.

The idea that most evolution in synonymous and non-coding DNA is neutral is now
inspiring a huge research program: the reconstruction of the history of life using
molecular evidence. Parts 4 and 5 of this book look at this kind of research. The
research could have been built on the theory of natural selection, but it follows more
easily from the neutral theory. Most of the biologists who are doing the work probably
assume that the molecular changes they are studying occur by random drift.

As an interim conclusion, we can say that the neutral explanation for molecular
evolution in synonymous sites within genes, and in non-coding parts of DNA, is widely
accepted. This being so, the majority of molecular evolution proceeds by random drift
rather than selection.

Natural selection is still evolutionarily important. It drives adaptive evolution, and
we now turn to ways of looking for signs of adaptive evolution — or the signature of
selection — in DNA sequence data.

Genomic sequences have led to new ways of studying
molecular evolution

Genomic sequences have become available in large amounts recently, and they can
be used to look for signs of selection and drift. We shall look at five examples of this
current research trend, beginning with a classic result. They mainly make use of the
distinction between synonymous and non-synonymous nucleotide changes.
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7.8.1

The higher rate of synonymous than
non-synonymous evolution . . .

... isevidence that natural
selection acts against non-
synonymous mutations

DNA sequences provide strong evidence for natural selection
on protein structure

When, in Chapter 4, we considered the evidence for biological variation, we noticed
that many DNA sequence variants can be uncovered if proteins are sequenced at the
DNA level (Section 4.5, p. 84). This observation has important implications for mole-
cular evolution. At the alcohol dehydrogenase (Adh) locus in the fruitfly (Drosophila
melanogaster), two alleles (fast and slow) are present. Kreitman (1983) sequenced the
DNA of 11 different copies of the gene. He found that the proteins were uniform within
each allelic class. He found only two amino acid sequences, corresponding to the two
alleles. But he found a number of DNA sequences coding for each allele. Within an
allelic class, he found synonymous, but not non-synonymous, variation. The combina-
tion of a fixed amino acid sequence and variable silent sites provides, as Lewontin
(1986) emphasized, evidence that natural selection has been operating to maintain the
enzyme structure.

There are two possible reasons why the enzyme sequence, at the amino acid level,
should be fixed within each allelic class. One is “identity by descent”: all the copies of
each allele may be descended from an ancestral mutation, which had that sequence and
has been passively passed from generation to generation. Eventually another amino
acid-altering mutation may arise within one allelic class, and that allele will (at least
temporarily) have become two alleles. The constant sequence within current fruitfly
populations only means that not enough time has passed for such a mutation to occur.
Alternatively, the gene copies that make up an allelic class may all have the same
sequence because that sequence is maintained by natural selection; when a mutation
arises, selection removes it.

The observed variability distinguishes between these two hypotheses. The variability
in the synonymous sites means that there has been time for mutations to arise in the
molecule. If mutations have arisen in synonymous sites, they will surely have arisen in
non-synonymous sites too. Therefore, we can reason that the identity in amino acid
sequence is unlikely to be identity by descent. Mutations in non-synonymous sites have
presumably not been retained because natural selection eliminated them.

If it had turned out that the Adh-f allele was fixed for one DNA sequence at all sites,
synonymous and non-synonymous, we should not know whether the uniformity was
due to selection or identity by descent. We should be in the same position as we were
in before Kreitman’s DNA-level study. The uniformity might mean only that no muta-
tions had occurred. Kreitman’s DNA sequencing thus provides evidence for selection
that could not have been obtained with amino acid sequences alone.

The absence of amino acid sequence variation within the Adh-f (and Adh-s) allelic class
is particularly striking because 30% of the enzyme is made up of isoleucine and valine,
which are biochemically very similar (and indistinguishable by gel electrophoresis). A
neutralist might have predicted that some of the valines could be changed to isoleucines,
or vice versa. The only amino acid sequence variant is the one that causes the Adh-f/
Adh-s polymorphism. That polymorphism is known to be maintained by natural selec-
tion. Therefore, none of the amino acids in the 255 amino acid alcohol dehydrogenase
enzyme of the fruitfly can be changed neutrally. Interestingly, that means that we could
almost construct Figure 7.1 for alcohol dehydrogenase at the amino acid level. The
graph would be like Figure 7.1a for mutations that change an amino acid, but like
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Elevated dN/dS ratios are observed
in some genes

They can be explained by natural
selection . . .
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Figure 7.1b for synonymous mutations. Natural selection is powerfully maintaining
the amino acid sequence, while synonymous changes evolve by drift.

A high ratio of non-synonymous to synonymous changes
provides evidence of selection

When we compare the DNA sequence of a gene in two species, the usual result is for
there to be more synonymous than non-synonymous nucleotide differences. Table 7.6
showed that synonymous evolution proceeds about five times as fast as non-synonymous
evolution. The ratio of non-synonymous differences (dN) to synonymous differences
(dS) will be about 1 : 5 or 0.2. As we have seen, synonymous evolution is faster because
fewer synonymous mutations are disadvantageous, and more are neutral, than non-
synonymous mutations. At least some amino acid changes are disadvantageous, and
this slows down the rate of non-synonymous evolution.

However, some exceptional genes have been found in which the ratio of non-
synonymous to synonymous evolution (the dN/dS ratio) is elevated. For example,
Wryckoff et al. (2000) studied the protamine genes in the evolution of the great apes,
including humans. The protamines function in the male reproductive system, and the
genes evolve rapidly. Their evolution shows a high dN/dS ratio. The ratio for one
protamine gene, prmI, for instance is 13.

What is the cause of elevated dN/dS ratios, such as we see in the protamine genes?
One possibility is chance — the probability of a dN/dS ratio can be estimated statistic-
ally, and any one case may be a random blip in the data. What if we rule out chance?
Two processes have been identified that increase the ratio of non-synonymous to
synonymous evolutionary changes. One is positive selection in favor of a change in
gene function. The other is relaxed selection.

The rate of amino acid-changing, non-synonymous evolution is usually low because
change is disadvantageous. The protein that the gene codes for is probably well, or even
perfectly, adapted and most or all non-synonymous change is for the worse. However,
natural selection could favor a change in the protein. Then the rate of non-synonymous
evolution will increase, while the rate of synonymous change will continue as normal,
by random drift. Thus an elevated dN/dS ratio can result when natural selection has
favored a change in the protein coded by a gene.

Alternatively, the dN/dS ratio can go up when natural selection is relaxed. Natural
selection normally prevents amino acid changes. If natural selection is stopped from
acting, the rate of amino acid evolution will increase. Changes that were disadvanta-
geous become neutral in the absence of selection. Natural selection may be relaxed in
humans, by medical care and other cultural practices that act against natural selection.
More generally, a rapid increase in population size is a sign that selection has been
relaxed. When a population colonizes some unexploited territory with abundant
resources, there may be a phase of rapid population growth. Natural selection will
probably be relaxed during this phase.

The two explanations for elevated dN/dS ratios are frustrating because they are
conceptually almost opposite. The same data may mean either that positive selection,
in favor of change, has been acting, or that negative selection, against change, has been
relaxed. The rate of non-synonymous evolution could go up either way.
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The two explanations can be tested
between

dN/dS ratios provide evidence of
selection in some examples

Wryckoff et al. thought of several ways round this dilemma. For instance, they looked
for dN/dS ratios of more than one. Relaxed selection alone cannot take the ratio above
one. When selection ceases to act on a DNA sequence, both non-synonymous and
synonymous changes will be equally neutral and occur at the same rate. The dN/dS
ratio will equal one. By contrast, positive selection in favor of change can take the
dN/dS ratio much higher. If dN/dS < 1, it is a strong sign that natural selection has
been driving change.

In summary, we have three zones of dN/dS ratio, and three associated evolutionary
interpretations.

1. dN/dS low, perhaps 0.1-0.2 (though the actual value can vary down the DNA).
Interpretation: synonymous change is neutral; there is no evidence that selection is
driving the change in amino acids.

2. dN/dS between 0.2 and 1. Interpretation: either selection has been acting to change
the amino acid sequence or selection has been relaxed; we do not know which.

3. dN/dS higher than 1. Interpretation: natural selection has been acting to change the
amino acid sequence.

Biologists have mainly been interested in using dN/dS ratios as evidence for positive
selection. For them, relaxed selection is something to be ruled out. In the protamine
gene, dN/dS > 1 and we have evidence of adaptive evolutionary change rather than
relaxed selection. (Wyckoff et al. also presented other evidence for positive selection in
protamine evolution, including evidence from the McDonald—Kreitman test that we
discuss in the next section.)

High dN/dS ratios have been found in several genes. The genes concerned look like
the sort of genes that may undergo rapid adaptive evolutionary change. The first genes
to be found with high dN/dS were the HLA genes. HLA genes recognize parasite
invaders in the body. They probably evolve fast to keep up with evolutionary changes in
the parasites, which evolve to outsmart their host’s immune systems. Other genes with
high dN/dS are in signal-receptor systems and in the reproductive system.?

The relation between the two arguments in this section, and in the previous section,
may be worth clarifying. It might seem that low dN/dS ratios were used as evidence of
selection in the previous section and now high dN/dS ratios are being used as evidence
of selection here. The answer is that the two sections are concerned with testing for dif-
ferent kinds of selection. Kreitman (1983) found synonymous, but no non-synonymous,
variation between copies of one alcohol dehydrogenase allele in fruitflies. This shows
that natural selection has been acting to prevent change. Wyckoft ef al. (2000) found
more non-synonymous than synonymous evolution in the protamine genes of apes.
This shows, or at least suggests, that natural selection has driven adaptive evolutionary
change. Kreitman’s evidence by itself fits with all evolutionary change being by drift
(there is evidence for selective changes in the Adh gene, but it comes from other
research). Wyckoff et al.’s evidence challenges, and possibly refutes, random drift as the
explanation of evolution in the protamine genes of humans and other apes.

Box 7.4 looks ata practical application of dN/dS ratios, in the genes coding for leptin.

2 The possible rapid evolution of at least some reproductive systems’ genes is a recurrent subtheme in this

book. We return to it in Sections 12.4.7 (p. 336), 13.3.2 (p. 357), and 14.12 (p. 417). Swanson & Vacquier
(2002) is a recent empirical review.
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7.8.3

The McDonald—Kreitman test looks
for selection by comparing dN/dS
ratios within and between species

Nearly neutral theory makes the
test inconclusive for single genes

Selection can be detected by comparisons of the dN/dS ratio
within and between species

A further test between drift and selection can be devised using the ratio of non-
synonymous to synonymous evolution. The trick is to compare the ratio within one
species and between two related species. Consider a gene like Adh, which we looked at
in Section 7.8.1. Within the Drosophila melanogaster species, Adh is polymorphic —
two alleles are present in most populations of the species. We can count the number of
non-synonymous and synonymous differences between the two alleles and express the
result as a dN/dS ratio within a species. We can also measure the number of differences
between the Adh gene in D. melanogaster and in a related fruitfly species, to give the
dN/dS ratio for evolutionary changes between the two species.

McDonald & Kreitman (1991) realized that, on Kimura’s neutral theory, the dN/dS
ratio should be the same both for polymorphism within a species and evolutionary
divergence between species. In both cases, the dN/dS ratio equals the ratio of the non-
synonymous neutral mutation rate to the synonymous neutral mutation rate.

The reason is as follows. The dN/dS ratio between species is the ratio of non-
synonymous to synonymous evolutionary change. The rate of neutral evolution equals
the neutral mutation rate (Section 6.3, p. 144). The ratio of non-synonymous to
synonymous evolution should therefore, on Kimura’s neutral theory, equal the ratio
of the neutral mutation rates for non-synonymous and synonymous mutations.
Within a species, the amount of neutral polymorphism is given by a more complex
formula (Section 6.6, p. 151). But if we look at the ratio of polymorphism for non-
synonymous to synonymous sites, everything in the formula cancels except the
non-synonymous neutral mutation rate and the synonymous neutral mutation rate.
The dN/dS ratio for polymorphism within a species is again the ratio of these two
mutation rates.

If selection is at work, the dN/dS ratio is not expected to be the same within and
between species. For instance, if natural selection favors a change in an amino acid in
one species but not the other, the dN/dS ratio will be higher between than within a
species. If natural selection favors a polymorphism, because of frequency-dependent
selection or heterozygous advantage (Sections 5.12-5.13, pp. 123-8), the dN/dS ratio
will be higher within a species than between. In summary, if the dN/dS ratio is similar
for polymorphisms within a species and evolutionary change between species, that
suggests random drift. If the ratio differs within and between species, that suggests
natural selection.

The McDonald—Kreitman test was initially used with individual genes such as Adh.
The test seemed to rule out the neutral theory, at least in some cases. However, the test
is not powerful for individual genes. The test can rule out Kimura’s purely neutral
theory; but it does not work against the nearly neutral theory. Once we allow for
nearly neutral mutations as well as purely neutral mutations, the dN/dS ratios depend
on population size as well as the mutation rate. The dN/dS ratio will only be the same
within and between species if population size has been constant. In practice, popula-
tion sizes fluctuate. Suppose, for instance, that the population size goes through a
bottleneck while a new species originates. During that phase, more non-synonymous
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mutations may behave as nearly neutral mutations (for much the same reason as
we met in Section 7.5.3). The ratio dN/dS will go up. The ratio for polymorphisms
in the modern species will not be affected, because population sizes have been
restored to normal. Only the dN/dS ratio for the comparison between species is
affected. It is high because of the many substitutions that occurred during the popu-
lation bottleneck.

For this reason, by the late 1990s, the McDonald—Kreitman test was thought to be
interesting but not usually decisive. The test could be used against the purely neutral
theory. However, the neutral theory had by then moved on to the nearly neutral theory,
and the McDonald—Kreitman test did not work against that.

The McDonald—Kreitman test has enjoyed a revival as whole (or almost whole)
genome sequences have become available. The dN/dS ratio could be calculated within
and between species down the whole genome, if the whole genome had been sequenced
for several individuals of two species. In practice, this kind of research has so far used
parts of a genome, rather than whole genomes and has been confined to fruitflies (Fay
et al. 2002; Smith & Eyre-Walker 2002). The dN/dS ratio is found to be larger between
species rather than within. If that were true equally for all sites in the genome, the result
could be explained either by positive selection for change or by the nearly neutral
theory (with a population bottleneck during speciation). However, the excess non-
synonymous substitutions are confined to only some sites in the genome. For many
sites, the dN/dS ratio is equal within and between species. These sites have probably
evolved by random drift. But at other sites, the amino acid has changed between related
fruitfly species. It looks like selection has acted at those sites.

More interestingly, the fraction of sites at which the dN/dS ratio is elevated
between species can be used to estimate the fraction of evolutionary substitutions
that have been driven by selection, as opposed to drift. In this way, Smith & Eyre-
Walker (2002) estimated that 45% of non-synonymous substitutions between one
pair of fruitfly species (Dropsophila simulans and D. yakuba) were fixed by positive
selection.

The use of the McDonald—Kreitman test with genomic data avoids the problem of
population sizes. A change in population size will influence the pattern of evolution
across the whole genome. The new inferences use variation between sites within a
genome. They focus on regions of the genome where the dN/dS ratio is abnormally
high, between species. It cannot be argued that the sites with high dN/dS ratios have
experienced one history of population sizes, and other sites (with lower dN/dS ratios)
some other history of population sizes. All the sites in the genome must experience the
same population size.

The results so far are preliminary. They are based on a limited genomic sample from
one small group of species. However, the results have great interest. They suggest that
natural selection may be a major force, at least for substitutions that change amino
acids. They also show how genomic data may be used to estimate the relative import-
ance of selection and drift in molecular evolution. In the future, the sequences of chimp
and human genomes will become available. Evolutionary biologists can then scan
down the sequences, to find sites where the dN/dS ratio is relatively high for com-
parisons between the species. Those sites may be the ones where selection has favored
changes that have made us human.



186 | PART 2/ Evolutionary Genetics

14 lysine

21 lysine

75 aspartic acid
87 asparagine
126 glutamic acid

Other
ungulates

Other
primates

| —— Figure 7.7

—— Bird 14 lysine Convergent evolution of stomach lysozymes in langurs and
21 aspartic acid ruminants. In the evolutionary lineages leading to langurs
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126 lysine lysozyme protein, and the changes have been similar or identical.

7.8.4

Convergence is evidence that
selection has operated

The numbers refer to amino acid sites in the protein.

The gene for lysozyme has evolved convergently in
cellulose-digesting mammals

Lysozyme is a widespread enzyme, used in defense against bacteria. The enzyme breaks
open the bacteria cell wall, causing lysis of the bacterial cell. Lysozyme is found in body
fluids such as saliva, blood serum, tears, and milk. In two mammalian groups, rumin-
ants (such as cows and sheep) and leaf-eating colobine monkeys (such as langurs),
a new version of lysozyme has evolved in addition. Both taxa use lysozme to digest
bacteria within their stomachs. The stomach bacteria themselves digest cellulose from
plants, and the cow or langur obtains nutrients from cellulose by, in turn, digesting
the bacteria.

Ruminants and colobine monkeys secrete lysozyme in their stomachs, which is a
more acid environment than found in normal body fluids. When the sequences of
stomach lysozymes in ruminants and colobines is compared with the sequence of
standard lysozyme, we see that several identical amino acid changes have occurred
independently in the two lineages (Figure 7.7). The amino acid changes allow the
lysozyme to work better in acid environments, as well as providing other advantages.

The lysozymes of ruminants and colobine monkeys are a molecular example of
convergent evolution (Section 15.3, p. 429). Convergence is usually due to adaptation
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Evidence shows that synonymous
codons are not used randomly

Figure 7.8

Relative frequencies of codons
match tRNA abundances.

(a) The green columns (above)
are the relative frequencies

of six leucine codons in
Escherichia coli; the gray
columns (below) are the
relative frequencies of the
corresponding tRNA molecules
in the cell. The two sets of
codons joined by a + sign are
recognized by a single tRNA
molecule. (b) The same
relation, but in Saccharomyces
cerevisiae. Notice the different
bias in codon usage in the two
species, which reillustrates the
point of Table 7.7. From
Kimura (1983). Redrawn with
permission of Cambridge
University Press © 1983.
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to a common environment. In this case, convergence is good evidence that selection
has been at work on the lysozyme gene. The case can be strengthened in two ways. One
is that a third species, the South American bird called the hoatzin (Opisthocomus hoazin)
has also independently evolved cellulose digestion. It also uses a lysozyme, secreted in
its stomach, to digest cellulose-digesting bacteria. The hoatzin’s lysozyme is a related
but different gene from the one redeployed in ruminants and langurs, but it shows the
same set of amino acid changes. Secondly, the evolution of lysozyme in ruminants and
cows shows an elevated dN/dS ratio, which is suggestive of selection-powered adaptive
evolution, as we saw in the previous section (Messier & Stewart 1997).

Codon usages are biased

The top part (green columns) of Figure 7.8 shows the relative frequency of the six
leucine codons in two single-celled organisms, the bacterium Escherichia coli and
the eukaryotic yeast Saccharomyces cerevisiae. The six codons are synonymous, and we
expect them to evolve by random drift. Notice two features of the figure: one is that the
codon frequencies are unequal within a species. The other is that the species differ in
which codons are abundant, and which rare. E. coli has more CUG; yeast has more
UUG.

What is the explanation for codon biases? Two hypotheses have been suggested:
selective constraint or mutation pressure. The mutation pressure hypothesis suggests
that mutation is biased toward certain nucleotides (Section 4.8, p. 89). If A tended to
mutate to G in E. coli, for instance, that might produce the excess of CUG and paucity
of CUA codons.

Alternatively, some codon changes may be disadvantageous and selected against.
Two possible reasons are the strength of DNA bonds and the relative abundance of
transfer RNAs. The GC bond is stronger than the AT bond, because GC has three

(a) Bacteria (b) Yeast
8
s 2
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CUG CUA  CUC+Cuu UUG + UUA GUG+CUA CUC CUU UUG UUA
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In microbes, codon usage matches
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... and the match is better for
genes that are expressed more
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hydrogen bonds while AT has only two. Natural selection might work against GC to
AT changes in regions of the DNA that need to be stably bonded. Secondly, different
transfer RNAs are used by the different synonymous codons. (There are fewer kinds of
tRNA than codons because of the phenomenon of “wobble.” For some pairs of codons,
one kind of tRNA can bind them both.) The different tRNAs have a certain frequency
distribution in the cells: some tRNAs, among a synonymous set, are more frequent
than others. Figure 7.8 shows tRNA abundances in the lower half (gray columns). A
change in E. coli DNA from a CUG codon to a CUA codon might be selected against.
The change might reduce the efficiency of protein synthesis, because the cell contains
little leucine tRNA for the CUA codon.

Figure 7.8 shows that the codon frequencies match the tRNA frequencies. The
pattern makes sense if the two distributions evolve together, and changes from com-
mon to rare codons reduce translational efficiency. The argument can be strengthened.
Some genes in bacteria and yeast are frequently translated. These can be called “high
use” genes. Other genes are less often translated, and can be called “low use” genes. The
efficiency of protein synthesis probably matters more for high use than low use genes.
Table 7.7 shows that codon biases are much greater in high use than in low use genes.
Thus, in high use genes natural selection works against codon changes. The cell benefits
from having more of the codons corresponding to abundant tRNAs. In low use genes,
changes are disadvantageous and the codon frequencies evolve by drift to be more
equal. The difference between high use and low use genes in Table 7.7 is difficult to
explain by mutation pressure.

At least in unicellular organisms, codon biases are thought to be caused more by
selective constraints than mutation pressure. Evolution in synonymous sites still fits
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The genomic era is allowing new
tests of selection and drift, . . .
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the neutral theory. Natural selection is a negative force, preventing certain changes.
Evolutionary changes, when they do occur, are probably by neutral drift. However, the
evidence for selective constraints means that evolution at synonymous sites is probably
not “pan-neutral.” Not all synonymous mutations are neutral. The rate of synonymous
evolution will then be somewhat below the total mutation rate.

The argument we have looked at in this section is widely accepted for single-celled
life forms. But the picture for multicellular life forms such as fruitflies and mammals
may differ. The mutation-bias hypothesis may be more viable for mammals than for
bacteria and yeast.

Positive and negative selection leave their signatures in
DNA sequences

We have looked at five examples of the ways in which genomic sequences can be used to
study natural selection. In the cases of the alcohol dehydrogenase gene and of codon
bias, the effect of selection was negative: selection acted against disadvantageous muta-
tions, preventing evolutionary change. Such evolutionary changes as do take place
among synonymous codons are probably mainly driven by drift, but selection is acting
to prevent some changes. The other three examples (elevated dN/dS ratios, different
dN/dS ratios within and between species, and convergent evolution in lysozymes) illus-
trate positive selection: natural selecting actively favoring certain changes. The amino
acid changes in the protamine and lysozyme genes have probably been driven by selec-
tion rather than drift.

The examples illustrate two points. One is that the genomic era has opened up
new ways to study selection. We saw earlier how natural selection can be studied
ecologically, such as in the peppered moth or in insecticide resistance (Sections 5.7—
5.8, pp. 108-18). The peppered moth has identifiable character states (light or dark
coloration) and the fitnesses of these states can be measured in natural environments.
This kind of ecological research is not the only way that selection has been studied,
but it contrasts with research in the genomic era. When we look at dN/dS ratios, for
instance, we are not looking at organismic character states, nor measuring fitnesses. We
are counting large numbers of evolutionary changes, statistically, in a mass of sequence
data. In Section 8.10 (p. 210) we shall see another statistical method for detecting selec-
tion in sequence data, in the phenomenon of selective sweeps.

Secondly, the examples show that neutralism is not the whole story of molecular
evolution. Random drift probably explains the majority of molecular evolution —
provided we count “non-informational” changes. Evolution in non-coding regions
of the DNA, and in synonymous sites within genes, looks neutral. But in the non-
synonymous sites of genes, where DNA changes produce amino acid changes, selection
is more important. Whole-genome analyses are being used to estimate the exact relative
importance of selection and drift in amino acid substitutions. The lysozyme example
shows how we can study the way selectin works in an identified gene. It makes sense
that selection as well as drift should matter in molecular evolution. The molecules in
living bodies are well adapted, and natural selection must work at least occasionally to
keep those adaptations up to date.
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7.9

Conclusion: 35 years of research on molecular
evolution

In 1968, Kimura proposed the neutral theory of molecular evolution. His original
argument was mainly based, in theory, on genetic loads and, in fact, on amino acid
evolution. Neither his particular claim — that most molecular evolution proceeds by
the random drift of neutral mutations — nor his argument using genetic loads, nor his
evidence for proteins, has survived in its original form. However, he stimulated a
huge area of research, which arguably led to a paradigm shift in our understanding of
molecular evolution.

Kimura’s neutral theory has developed into the nearly neutral theory. The nearly
neutral theory shares with its predecessor the claim that most molecular evolution is by
random drift — but the drift of nearly neutral (4Ns < 1 or Ns < 1) rather than exactly
neutral (s=0) mutations. Since Kimura first wrote, biologists have come to realize that
DNA contains huge regions of non-coding sequences. If we use use the nearly neutral
rather than the original, purely neutral theory, and confine it to substitutions in non-
coding DNA and synonymous substitutions in coding DNA, then many (perhaps
most) biologists accept a neutralist interpretation of molecular evolution. Most evolu-
tion at the DNA level is by random drift.

However, non-coding DNA is in some respects biologically less interesting than
coding DNA. Non-synonymous substitutions, which alter amino acids, are biologically
more important in the sense that they influence the form and functioning of the body.
If we concentrate on non-synonymous evolution, in coding regions, then it is probably
not true that most biologists are neutralists. We do not know the relative importance of
drift and selection in driving amino acid change. Indeed, for most of the past 35 years
we have lacked a decisive method to find out the relative importance of drift and selec-
tion. Molecular evolution is now entering the genomics era. Genomic data hold out the
promise both of revealing the localities within the DNA where natural selection acts,
and also of estimating the fractions of evolutionary substitutions that have been driven
by natural selection and by random drift.
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Further reading

The texts by Graur & Li (2000), Page & Holmes (1998), and Li (1997) introduce the
topic. The classic works, in order of decreasing age, are: Lewontin (1974), Kimura
(1983), and Gillespie (1991). Kimura (1991) up-dated his views.

The Festschrift for Lewontin (Singh & Krimbas 2000) contains a number of chapters
on the topic. See Hardison (1999) on hemoglobin. Golding & Dean (1998) review
studies of adaptation at the molecular level. Eanes (1999) reviews studies of enzyme
polymorphism. The texts include material on levels of variation and rates of evolution.
Przeworski et al. (2000) describe variation in human DNA. Mitton (1998) reviews
classic, pregenomic studies of selection.

On molecular clocks, see Cutler (2000) on irregularity or overdispersion. The muta-
tion process matters for the generation time effects in the molecular clock. For number
of germ line divisions see Ridley (2001, p. 234). Mutations are mainly internal copying
accidents: see Ridley (2001), and Sommer (1995), for example. However, Kumar &
Subramanian (2002) provide evidence that some synonymous evolution rates, and
therefore perhaps mutation rates, in mammals do not depend on generation time.

For nearly neutral theory, see the general texts. Ohta (1992) is a review, Ohta &
Gillespie (1996) a historic perspective, and Ohta (2002) a recent update. The exchange
between Ohta and Kreitman included in Ridley (1997) shows how various facts can be
explained by the nearly neutral theory or selective evolution. Gillespie (2001) questions
whether population size affects the rate of evolution, because the effect via hitch-hiking
(Chapter 8) is the opposite of the effect on drift at one site.

On testing for selection in genomic data, Nielsen (2001) reviews the statistical tests.
Brookfield (2001) introduces one case study. Hughes (1999) looks at ratios of non-
synonymous to synonymous evolutionary rates.

Another test, similar to the test of McDonald and Kreitman (1991), was devised by
Hudson, Kreitman, & Aguade (1987). The “HKA” test is also enjoying a revival with
genomic data. It can be seen in action recently in Rand (2000) on mitochondrial
genomics, and Wang et al. (1999) on genetic change during maize domestication.
Bustamente et al. (2002) is another paper using the MK test with genomic data, like the
two discussed in the text. They agree that fruitflies have substituted many advantageous
non-synonymous changes, and add an inference that Arabidopsis has substituted more
disadvantageous changes. The Ohta—Kreitman exchange cited above considers the MD
and HKA tests further.

On codon biases, see Kreitman & Antezana (2000), Mooers & Holmes (2000), and
Duret & Mouchiroud (1999).

Research on this topic can be followed in Trends in Ecology and Evolution, Trends in
Genetics, Bioessays, and the December special issue each year of Current Opinion in
Genetics and Development.
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Mimicry in Papilio is controlled by more than one
genetic locus

The tiger swallowtail butterfly
exists in two forms

Another swallowtail species exists
in many forms

The characters we dealt with in earlier chapters have been characters controlled by
single genetic loci. Enzymes, such as alcohol dehydrogenase, are encoded by a single
gene, and it is not much of a simplification to treat the polymorphism in the peppered
moth as a set of genotypes at one locus. We now move on to consider evolutionary
changes at more than one locus.

The first example concerns a multilocus polymorphism. We can lead into it via a
similar polymorphism that is controlled by a single locus. Both examples come from
the same attractive group of butterflies called swallowtails. The swallowtails have a
global distribution, and Papilio is the largest genus of them; their most striking
characteristic is a “tail” on the hindwing. Swallowtail butterflies come in many colors —
gorgeous greens, subtle shades of reds and orange, and marbled patterns in white and
gray — but the commonest type has stripes of black and yellow. The North American
tiger swallowtail Papilio glaucus is easy to recognize by its tiger stripes, as it flutters
through woodland lanes or humid valleys. Or rather, most tiger swallowtails are easy to
recognize in this way. In part of the species’ range (roughly, to the southeast of a line
from Massachusetts to south Minnesota and from east Colorado to the Gulf Coast) the
standard form of the tiger swallowtail lives alongside another form of the same species.
This second form is black, with red spots on its hindwings, and is called nigra; it is only
found in females. The nigra form is not poisonous, but mimics another species, the
pipevine swallowtail Battus philenor, which is poisonous. The nigra form’s geographic
distribution fits that of the pipevine swallowtail. The nigra form is well protected there
from predatory birds that have learned by stomach-churning experience not to eat
butterflies looking like pipevine swallowtails. The tiger swallowtail, therefore, has a
mimetic polymorphism. It has both the standard non-mimetic tiger morph of yellow
and black stripes, and a black mimetic morph.

The tiger swallowtail P. glaucus comes to look almost simple when compared with
the amazing array of females in the species P. memnon (see Plate 3, between pp. 68
and 69). P. memnon lives in the Malay Archipelago and Indonesia; its male is again
non-mimetic, though its color is deep blue rather than yellow and black stripes.
However, instead of one mimetic female morph, P. memnon females come in almost
numberless variety. Their forewings show different geometric patterns of black and
white; their hindwings, as well as varying in shape, can be colored in yellow, orange,
or blood red, and may or may not have a bright white spot; some have tails, others do
not; the abdomen varies in color; and a spot at the butterfly’s “shoulder” (i.e., at the
base of the forewing near the head) called the epaulette, may be present in various
shades of red.

Clarke & Sheppard (1969, also Clarke et al. 1968) suggested that each female form
(or “morph”) mimics a different model (Plate 3 shows six examples: notice that three of
them have tails and three do not). Their evidence is not strong, as it comes only from
the geographic ranges of mimic and model, and from superficial similarity of appear-
ance (which is not exact in all cases). Good evidence for mimicry requires experiment-
ally showing that birds that have learned to avoid the model will also then avoid the
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Genetic crosses initially suggested
one locus was at work . . .

... butit turned out that at least
five loci were

mimic; this has been done for the nigra morph of P. glaucus, but not for P. memnon.
However, we can accept as a working hypothesis that the apparently mimetic morphs
of P. memnon indeed are mimetic. (P. memnon has yet further, non-mimetic forms too,
but they are not essential to the discussion here.)

Clarke and Sheppard were interested in the genetic control of this complex mimetic
polymorphism. Crosses between the various morphs initially suggested that a single
genetic locus, with many alleles, is at work. When two morphs are crossed, the off-
spring usually only contain individuals of one or other parental phenotype. This is the
result expected if one locus is at work, with simple dominance relations among alleles.
For instance, if one morph has genotype A|A |, another A|A,, and A, is dominant to A,
then an A|A; X A A, cross produces the same two classes of offspring (A|A, and A|A,)
as were present in the parents.

But the genetic story soon grew more complicated. In addition to the mimetic and
non-mimetic morphs of P. memnon, all of which exist in reasonable frequencies in
nature, some much rarer morphs have been found. An example, in Java, is the rare
morph called anura (Plate 3m). A specimen found in Borneo was sent to Clarke
and Sheppard in Liverpool. When it was crossed with a known P. memnon morph, it
behaved like another allelic form of the mimicry “locus”; but a closer look at anura
suggests a different interpretation. Anura’s morphology mixes patterns from two of
the common morphs: it has the wing color pattern of the morph achates (Plate 3g—i),
but it lacks achates’ tail.

Clarke and Sheppard’s interpretation is that anura is not an allelic variant, but a
recombinant, and that the mimetic patterns of P. memnon are not controlled by one
locus but by a whole set of loci. If anura is a recombinant, then there must be at least
one locus (call it T') controlling the presence (allele T ) or absence (T_) of a tail and at
least one other locus (C) controlling the color patterns (C, for achates, and C,, C;, etc.,
alleles for other color morphs). Achates would have a genotype made up of one or two
sets (depending on whether the alleles are dominant) of the two-locus genotype T, C,
and anurawould have T'C,, after recombination between a tailless morph and achates.
The loci in question are so tightly linked that these recombinants practically never arise
in the laboratory — which is why the different multilocus genotypes appear, when
crossed, to segregate like single-locus genotypes. We can predict that if more than one
locus really is involved, a sufficiently large number of crosses should be able to break
one of the “alleles” (such as the anura “allele”) into several real combinations of alleles
at several loci.

From anura alone, at least two loci could be inferred to control the mimetic poly-
morphism of P. memnon; but other rare morphs have also been found. Some rare
morphs, for example, combine the forewing color of one morph and the hindwing
pattern of another, suggesting that separate loci control the color of the fore- and hind-
wings. When all the inferred recombinants are considered together, at least five loci
seem to be at work: T, W, F, E, and B. They control, respectively, presence or absence of
tail, hindwing pattern, forewing pattern, epaulette color, and body color. The anura
morph is a recombinant between the T'locus and the other four. The common morphs,
which mimic natural models, should each consist of a particular set of alleles at the five
loci. The morph mimicking model species no. 1, for example, might have genotype
T ,W,F,E,B,/T,W,FE B, and another morph (mimicking a second model) might have
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T W,FE,E,B,/T W,F,E,B, or T_W,F,E,B,/T,W,F E,B,. The recombinant genotypes
suchas T, W, F, E, B, do not exist naturally, except as very rare forms like anura.

The point to remember is that each of the morphs of P. memnon is thought to be
controlled by a multilocus genotype. The genetics of the mimetic polymorphism in
swallowtails differs from the camouflage polymorphism in the peppered moth (Section
5.7, p. 108), in which the different morphs are controlled by genotypes at one locus. A
whole set of one-locus genotypes is needed to produce each of the swallowtail butterfly
morphs.

Genotypes at different loci in Papilio memnon
are coadapted

combination of alleles at all the loci

concerned

8.3

How will natural selection act on a rare recombinant morph of Papilio memnon, such as
anura in Java? Successful mimicry requires as complete a resemblance as possible
between a mimic and its model. A potential mimic that mixes the patterns needed to
mimic two species will mimic neither as successfully as a mimic that resembles one
model in all respects. It will probably be selected against. Anura has the color pattern of
achates, but will not mimic the model species of achates because it lacks a tail on its
hindwings. The models of tailless morphs, in turn, have different color patterns, and
anura will not mimic them either.

In general, natural selection will act against any recombinants between the mimetic
five-locus genotypes. A five-locus genotype that mimics one model species in all five
respects will be favored. But a swallowtail collage, which mimics one model in three
aspects and another model in two other aspects, will look like neither and will be
selected against. The genes at the five loci in this situation are said to be coadapted, or to
show coadaptation. Coadaptation means that a gene (or genotype), such as T, (or
T,/T,), is favored by selection if it is in the same body as a particular gene (or geno-
type), such as W, (or W,/W),), at another locus, but is selected against when combined
with other genes (or genotypes), such as W, (or W,/W,), at that other locus. For exam-
ple, selection favors T, W, F,E,B,/T,W,F,E,B, and T_W,F,E,B,/T_W,F,E,B, individu-
als, but (if the alleles with the 2 subscript are dominant) works against T, W,F,E,B,/
T,W,F,E B, individuals. Selection has not been empirically confirmed to work against
the recombinant forms of P. memnon, but the argument is quite convincing.

Mimicry in Heliconius is controlled by more than one
gene, but they are not tightly linked

The passion flower butterflies of the genus Heliconius make an interesting comparison
with Papilio memnon. In South America, two species of Heliconius, H. melpomene and
H. erato, have multiple mimetic forms (Figure 8.1). The color patterns are again con-
trolled by many loci: 15 in H. erato and 12 in H. melpomene. However, in both species
the loci are scattered at random among the chromosomes rather than being tightly
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Heliconius
melpomene

Heliconius
erato

Figure 8.1 different places the two species vary, in parallel, in appearance.
Two species of the butterfly Heliconius form parallel mimicry Both species are poisonous. Redrawn, by permission of the
rings in South America. At each site indicated, both H. erato publisher, from Turner (1976).

and H. melpomene are present and mimic each other; in

Heliconius also exists in multiple
forms, . ..

... butits genetics differ from
Papilio memnon

linked. When two morphs of a Heliconius species are crossed, the offspring contain a
kaleidoscopic variety of non-mimetic recombinant forms that resemble neither parent
nor any known morph of the species.

Why do the genetics differ in Heliconius and P. memnon? The reason is probably
geographic. At any one site in the range of P. memnon, several morphs are often living
side by side. Crosses between them will happen with high frequency naturally. But
in Heliconius only one morph is usually living at any one place. The different morphs
are mainly geographically separated and will not interbreed in nature. Moreover, in
Heliconius, the areas of overlap between neighboring morphs are probably due to
recent range expansions: in the past the ranges were probably completely separate.
The non-mimetic recombinant forms of Heliconius are usually generated only when
morphs from different places are put together in the lab. In Heliconius it does not matter
if the mimicry genes are scattered around the chromosomes, because the non-mimetic
progeny are not usually produced. In P. memnon it does matter. If the mimicry genes
were not linked, the recombinants would be produced — and be killed by predators.
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Two-locus genetics is concerned with haplotype
frequencies

combination of genes at more than

one locus

8.5

The theory of population genetics for a single locus is concerned with gene frequencies.
The analogous variable in two-locus population genetics is haplotype frequency. (The
term haplotype has two meanings. Here it refers to a combination of alleles at more
than one locus. It is also used, in DNA sequencing, to refer to the base sequence of one
of an individual’s two sets of DNA.) For two loci with two alleles each (A, and A, B,
and B,) there are four haplotypes, A,B,, A,B,, A,B,, A,B,. A diploid individual’s geno-
type will be something like A,B,/A,B,.! It has two haplotypes, one inherited from each
parent, just as a one-locus genotype contains two genes from the two parents. If the
A- and B-loci are on the same chromosome, each haplotype is a gene combination on a
chromosome; but haplotypes can also be specified for loci on different chromosomes.
The frequency of a haplotype in a population can be counted as the number of gametes
bearing a particular combination of genes. A haplotype can be specified for any number
of loci. We shall mainly discuss two-locus haplotypes, but the haplotypes in the Papilio
memnon example had five loci, and the mimetic patterns of Heliconius are controlled by
12 or 15 gene loci. As this chapter will show, to understand the evolution of haplotype
frequencies, we need some concepts that do not exist for gene frequencies. Two-locus
population genetics is therefore not simply a doubled-up version of single-locus popula-
tion genetics.

Frequencies of haplotypes may or may not be in
linkage equilibrium

We can begin by asking a question like the one that led to the Hardy—Weinberg
theorem for one locus. In the absence of selection, and in an infinite population
with random mating, what will be the equilibrium frequencies of haplotypes? The
question for multiple loci will lead us to another important concept, called linkage
equilibrium.

The simplest case is for two loci with two alleles each. The crucial trick is to write the
observed haplotype frequencies in terms of the gene frequencies at each locus, plus or
minus a correction factor, called D. Let the gene frequency in the population of A, =p,,
A,=p,, B,=q,,and B, =g,. Then:

! In this chapter, oblique strokes indicate diploid genotypes. Thus A /A, is a diploid genotype at one locus.

The convention is to prevent confusion with haplotypes, which are written here without an oblique stroke,
e.g., the A, B, haplotype. A haplotype refers to the alleles at two (or more) loci that an individual received from
one of its parents. A diploid individual has two haplotypes. Haplotypes have two different letters (for two loci),
one-locus genotypes have only one letter. Diploid two-locus genotypes are also here written with an oblique
stroke, e.g., A, B|/A,B,.
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Linkage disequilibrium is defined
as a deviation from a random
expectation

The butterflies provide an example

We construct a model of haplotype
frequencies over time

Haplotype Frequency in population

A,B, a=pq,+D
AB, b=p,q,-D
A,B, c=p,q,—D
A,B, d=p,q,+D

The total frequencies add up to one. Thatis,a +b +c +d =1. (Also, p,q, +p,q, + p,q, +
1,4, = 1, and the sum of the two +D and two —D factors is zero.) The important term
to understand is D; it is a measure of “linkage disequilibrium.” Linkage equilibrium
is when D = 0 and means that the alleles at the two loci are combined independently.
The two B alleles would then be found with any one A allele (such as A)) in the same
frequencies as they are found in the whole population. If we take all the A, genes, g, of
them are with B, genes and g, with B, genes; likewise, g, of the A, genes are with B,
genes and g, with B,. At linkage equilibrium, the frequency of the A,B, haplotype is
P14,- D measures the deviation from linkage equilibrium. If D > 0, A, is more often
found with B, (and less often with B,) than would be expected if alleles at the two loci
were combined at random — the population contains an excess of A; B, (and of A,B,)
haplotypes.

Papilio memnon is an example of high linkage disequilibrium. If Clarke and
Sheppard are correct, the allele T, is almost always combined with the other alleles W/,
F,, E,, and B, rather than with W,, W, or W, (and equivalent alleles at the other loci).
There is a large excess of the haplotypes T, W,F\E,B,, T_W,F,E,B,, T W,F.E,B;, etc.,
while haplotypes such as T, W,F,E,B,, T ,W,F,E,B,, or T,W,F|E,B, are almost absent.
The linkage disequilibrium in P. memnon, as we have seen, is caused by selection. In
this section, however, we are asking how a set of haplotype frequencies should change
through time in the absence of selection.

Let us return again to the haplotype A, B,. It has frequency defined as a in one genera-
tion. What will its frequency be in the next generation? (We can use again the notation
a’ as the frequency of A, B, one generation on.) In the absence of selection, the frequen-
cies of each gene will be constant, but the frequencies of the haplotypes can be altered
by recombination. The frequency of A, B, cannot be altered by recombination in double
or single homozygotes: the number of A,B, haplotypes coming out of an A B /A,B,
individual, or of an A, B|/A, B, individual, is the same as the number going in, whether
or not there is recombination. The frequency can only be altered by recombination
in the double heterozygotes A B,/A,B, and A B,/A,B,. When recombination takes
placein an A, B,/A,B, individual, the number of A, B, haplotypes is decreased. When it
takes place in an A, B,/A,B, individual, the number of A, B, is increased. To be exact,
half the genes of an A;B,/A,B, double heterozygote are A B,; when recombination
hits between the loci the frequency of A B, decreases by an amount —'/. Similarly,
recombination in an A B,/A,B, individual increases the frequency of A,B, by an
amount +Y.

The frequency of A, B,/A,B, heterozygotes in the population is 2ad and of A, B,/A,B,
is 2bc. The frequency at which the alleles at two loci are recombined per generation is
defined as r. (r can theoretically have any value up to a maximum of 0.5, if the loci are
on different chromosomes; r is between 0 and 0.5 for loci on the same chromosome
depending on how tightly linked they are — see Section 2.8, p. 35.) So:
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Figure 8.2

Non-random associations between genes at different loci
are measured by the degree of linkage disequilibrium (D).
Recombination between the loci breaks down the linkage

Generation ¢

Linkage disequilibrium tends to
decay over time

disequilibrium, which decays at an exponential rate equal
to the recombination rate between the loci.

1 1
a’'=a——r2ad + —r2bc
2 2
a =a-r(ad-bc)

Now, the expression (ad — bc) is simply equal to the linkage disequilibrium D. (This is
easy to confirm by multiplying out ad — bc from the definitions above of a, b, ¢, and d.)
If D =0, i.e., if the genes are randomly associated, the haplotype frequencies are
constant: @’ = a. But if there is an excess of A; B, haplotypes, the excess decreases by
an amount rD per generation. The same relation holds true for any successive pair
of generations. We can see what is happening graphically if we substitute for a in the
equation:

a'=p,q,+D—rD
a’ —pg,=(1-rD

The difference between a and p, g, is the amount of “excess” of the A, B, haplotype (i.e.,
the amount by which the frequency exceeds the random frequency). It is also equal
to the linkage disequilibrium (D =a - p,q, ). Therefore:

D'=(1-r)D

In the absence of selection and in an infinite random mating population, the amount
of linkage disequilibrium undergoes exponential decay at a rate equal to the recom-
bination rate between the two loci (Figure 8.2). In other words, the difference between
the actual frequency of a haplotype such as A, B, (a) and the random proportion (p,q,)
decreases each generation by a factor equal to the recombination rate between the loci.

Over time, any non-random genic associations will disappear; recombination will
destroy the association. The higher the rate of recombination, the more rapid the
destruction. The highest possible value of ris /2, which is true when the two loci are on
different chromosomes. Genic associations persist longer for tightly linked loci on the
same chromosome, as we would intuitively expect.
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Recombination breaks down
linkage disequilibrium

It is interesting to know if a
population is in linkage equilibrium
or disequilibrium

The equilibrial haplotype proportions have D=0. At equilibrium:

Haplotype Equilibrial frequency

AB, a=pq,
AB, b=pa,
A,B, =P
A,B, d=p,q,

These are the haplotype frequencies we have met before and called linkage equilibrium.
We can now see why it is called an “equilibrium.” In the absence of selection, the action
of recombination will drive the haplotypes to these frequencies and then keep them
there.

Recombination randomizes genic associations over time. If an excess of one haplo-
type such as A, B, exists, recombination will tend to break it down, and A, will end up
with B, and B, in their population proportions (g, and g,) and B, with A, and A, in
their population proportions (p, and p,). At linkage equilibrium, each of the two alleles
atthe Alocus, A, and A,, are then associated with B, in the same proportion.

Linkage equilibrium is, in a way, the analogy for a two-locus system of the Hardy—
Weinberg equilibrium for the one-locus system. It describes the equilibrium that is
reached in the absence of selection, and in an infinite, randomly mating population.
Linkage equilibrium, however, is a property of haplotypes, not genotypes. A diploid
individual has two haplotypes, and at equilibrium the genotypes at each locus will be in
Hardy—Weinberg proportions while the haplotypes are at linkage equilibrium. Notice
also that whereas the Hardy—Weinberg equilibrium for one locus is reached instantly in
one generation (Section 5.3, p. 98), it takes several generations for linkage equilibrium
to be reached.?

Linkage equilibrium has a three-fold interest. The Hardy—Weinberg theorem for one
locus was the simplest model in single-locus population genetics and it illustrated how
to construct a model with recurrence relations for gene frequencies. The model of link-
age equilibrium is, likewise, the simplest model for two loci and shows us how to con-
struct a recurrence relation for haplotype frequencies. Its second interest, also like the
Hardy—Weinberg theorem, is that it provides a theoretical baseline telling us whether
anything interesting is going on in a population. Deviations from Hardy—Weinberg
proportions in a natural population suggest that selection, or non-random mating, or
sampling effects may be operating. Likewise, if two loci are in linkage disequilibrium,
we can also suspect that one or more of these variables are at work. If the first thing we
had discovered about Papilio memnon had been its high linkage disequilibrium, we
should have been led on to study how selection was operating on the loci, and perhaps

2 The terms “linkage equilibrium” and “linkage disequilibrium” are not very satisfactory. They were first

used by Lewontin and Kojima in 1960. “Linkage disequilibrium” can exist without linkage — among genes on
different chromosomes — and it can also exist at equilibrium, as we shall see. It is, however, like the Hardy—
Weinberg equilibrium, an equilibrium under certain specifiable conditions. The word linkage is avoided in
certain other terms, such as “gametic phase equilibrium,” which are also in use; but linkage disequilibrium is
the commonest term. Also, there are other ways of measuring non-random associations between genes besides
D, butall the points of principle can be made with D.



The more complex multilocus
models are only needed for
populations in linkage
disequilibrium
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ended up discovering the mimetic polymorphism. In fact, the direction of research in
P. memnon was the other way round; but the general point, that linkage disequilibrium
indicates something interesting, holds true.

Linkage equilibrium can also tell us whether the more complex two-locus theory is
needed in a real case. To a rough approximation, the theory of population genetics for a
single locus is satisfactory for populations in linkage equilibrium. It is when genes
become non-randomly associated that a two-locus model is needed. The case we have
been discussing can show why. At linkage equilibrium, A, and A, are equally associated
with B,. To understand evolution at the A locus we can then ignore the relative fitnesses
of B, and B,, because if B, is fitter than B,, the association with B, will benefit A, and
A, equally (and B, will equally detract from them). But if A, for instance, is more
associated with B, than is A, (that is, the population is in linkage disequilibrium), then
any advantage of B, over B, will passively give rise to an advantage to A,. To understand
frequency changes of A, we then need to know the relative fitnesses of B, and B,, and
the degree of association A, has with them: we need a two-locus model.

Human HLA genes are a multilocus gene system

The HLA genes work in the immune
response

Some HLA loci are highly
polymorphic

The HLA system in humans is a set of linked genes on human chromosome 6; they
control “histocompatibility” reactions. When an organ is transplanted from one indi-
vidual to another, it is immunologically rejected by the recipient in a matter of days —
skin grafts last about 2-15 days, for instance. The rejection implies that the immune
system can distinguish between “self” and “foreign” cells, and the distinction is gener-
ally believed to be achieved by the products of the HLA genes. The HLA genes code for
transmembrane proteins of immune system cells. Good evidence for their role comes
from the time course of kidney transplant rejection among siblings that either have or
have not been matched for their HLA genes. For kidney transplants between HLA-
matched siblings, over 90% of transplants still survive after 48 months; but among
HLA-unmatched siblings, 90% survive for 4 months and only about 40% for 48
months.

The HLA system contains a number of genes (Figure 8.3). We shall concentrate on
two of them, called HLA-A and HLA-B. Each HLA locus, in a human population, is
highly polymorphic: at the Blocus alone there will be maybe 16 alleles with frequencies
of 1-10% and many more rare alleles; for example, a sample of 874 people in France
contained 31 different alleles at the B locus and another 17 alleles at the A locus. These
are exceptionally high degrees of variability. More typical loci (outside the HLA) might
have one to five alleles, many less than the number found in the HLA. The reason for
the high variability is uncertain: but it would allow the HLA genotype of an individual,
even in a large population, to be unique, which is presumably important in the distinc-
tion of self from foreign cell types.

Particular HLA alleles are associated with particular diseases, and resistance to them.
The strongest association found so far is between ankylosing spondylitis and the allele
B27;90% of people with the disease have the B27 allele, against only 7% in the popula-
tion at large. On the other hand, allele B27 confers better than average resistance to
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HIV. The full diversity of HLA types may reflect a history of coevolution between
humans and disease agents. Disease agents may have tried to fool the immune system
into treating the agent as part of the body, and the human population would then
respond over evolutionary time by evolving new HLA alleles as new, reliable indicators
of “self.” This would provide a further advantage to variability in the HLA loci. A hetero-
zygous individual with two HLA proteins can compare itself with a possible invader in
two ways: the invader has to match a homozygote only in one respect, but a heterozygote
has to be matched in two independent respects. The HLA loci therefore probably show
heterozygous advantage (Section 5.12, p. 123), and the same process may have caused
the exceptional pattern of evolution in silent and amino acid-changing bases within
codon triplets (Section 7.8.2, p. 182).

The HLA system also provides examples of linkage disequilibrium. Particular com-
binations of genes are found in greater than random proportions. In North European
populations, there is characteristically an excess of the A, Bg haplotype. Figure 8.4a is a
more general picture. It shows the linkage disequilibrium values for all combinations of
Balleles and the allele A,. There could be an analogous graph for each A allele. In Figure
8.4a, D=0.07 for A|Bg. If A; and By combined in their population proportions, A,Bg
would have a frequency of about 0.023 (2.3%); but in fact it is found in about 9.3% of
individuals (0.093 —0.023 =D =0.07). In all, the HLA-A and -Bloci have about six clear
cases of linkage disequilibrium; A Bg and A,B, are the most striking. The reason why
these haplotypes are found in greater than random proportions is unknown, though
it is generally believed to be due to selection in favor of the gene combinations. But
selection is not the only possible reason for linkage disequilibrium, as the next section
will reveal.

Linkage disequilibrium can exist for several reasons

Recombination breaks down non-random genic associations, and yet in some cases
like Papilio memnon and the HLA genes, non-random associations exist. What is
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Linkage disequilibrium can be
caused by selection . . .

... and by linkage, . ..

... randondrift . ..

causing the linkage disequilibrium? In Papilio and in at least some of the HLA associa-
tions, it is probably due to selection. If selection favors individuals with particular
combinations of alleles, then it produces linkage disequilibrium. But selection is not
the only possible cause for linkage disequilibrium, and a full study of a real case must
examine three other factors.

The first factor is linkage. For linked loci, a number of generations are required for
recombination to do its randomizing work (see Figure 8.2). Loosely linked loci will not
show linkage disequilibrium for long. However, as the rate of recombination between
two loci decreases the amount of time that alleles can be non-randomaly associated
between them goes up. This may be one reason why, in the human HLA system, the
average linkage disequilibrium is larger between more closely linked loci (Figure 8.4b).
For tightly linked loci, some linkage disequilibrium can persist indefinitely.

A second factor that can cause linkage disequilibrium is random drift. Random pro-
cesses have the interesting property of being able to cause persistent, not just transitory,
linkage disequilibrium. If random sampling produces by chance an excess of a haplo-
type in a generation, linkage disequilibrium will have arisen. This is true for all four
haplotypes: random sampling that produces an excess of any of them will disturb the
state of linkage equilibrium. Any haplotype could be “favored” by chance, so the dis-
equilibrium is equally likely to have D> 0 or D < 0. As a population approaches linkage
equilibrium, all random fluctuations in haplotype frequencies will tend to be away
from the linkage equilibrium values. If a population is well away from the point of
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linkage equilibrium, random sampling is equally likely to move it towards, as away
from, the equilibrium. Most natural populations are probably near linkage equilibrium
(see below, Figure 8.5), and then the balance between the random creation of linkage
disequilibrium and its destruction by recombination, in small enough populations, is
such that linkage disequilibrium will persist.

The third factor is non-random mating. If individuals with gene A, tend to mate
with B, types rather than B, types, A, B, haplotypes will have excess frequency over that
for random mating. (The exact effect depends on whether it is homozygous A,/A | indi-
viduals that mate non-randomly, or the homozygotes and the A,/A, heterozygotes, and
on whether they mate preferentially only with B,/B, homozygotes, or with B,/B, hetero-
zygotes too. But the general effect of non-random mating on linkage disequilibrium is
not complicated.)

The three processes other than selection probably account for some cases of linkage
disequilibrium in nature. The process that has most interested evolutionary biologists,
however, is natural selection. Let us now consider how we can model the effect of
selection on haplotype frequencies.

Two-locus models of natural selection can be built

Natural selection may work on each
locus independently . . .

... producing multiplicative
fitnesses

The effect of natural selection on haplotype frequencies in two-locus models, like its
effect on gene frequencies in single-locus models, depends on the fitnesses of the geno-
types. We have to write down the fitness of each genotype, and there are many possible
ways in which it can be done. In one of the simplest two-locus models, the fitness of a
two-locus genotype is the product of the fitnesses of its two single-locus genotypes. The
model is realistic if the fitness effect of one locus is independent of the genotype at
the other. Suppose, for example, that the A locus influences survival from age 1 to
6 months, such that:

Genotype AJA, AJA, A,lA,
Chance of survival to age 6 months wy, wy, W,

and the other locus influences survival from age 6 to 12 months:

Genotype B,/B, B,/B, B,/B,

Chance of survival from 6 to 12 months x X x

11 12 22

The total chance of surviving from age 1 to 12 months would then be the product of
the two genotypes that an individual possessed because selection at age 1-6 months is
independent of selection at age 6—12 months:

AJA, AJA,  AJA,
B,/B, Wi WX WaXn
B,/B, WXy WiaXy, WX12
B,/B, WX WiaXp, WX



A model of haplotype frequency
changes can be built

Linkage disequilibrium arises with
epistatic fitnesses, such as existed
in the mimetic butterflies
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These fitnesses are called multiplicative. An individual’s fitness for its two genotypes
is found by multiplying the fitnesses of each of its one-locus genotypes. The genotypes
are independent, in the sense that the effect of one genotype on survival is independent
of the other locus. An individual with the genotype A,/A, has a chance of surviving
from age 1 to 6 months of w,, whether its genotype at the other locus is B,/B,, B,/B,, or
B,/B,.

The next step is to derive a recurrence relation between the frequency of a haplotype
in one generation and in the next. However, we do not need to work through all the
algebra here. In outline the procedure is the same as for the single-locus case, with the
additional factor of recombination. The recurrence relation for haplotype frequency
takes account of the frequency and fitness of all the genotypes that a haplotype is found
in. It also has to add and subtract the number of copies gained and lost by recombina-
tion: we multiply by (1 — r) the frequency of the double heterozygotes containing the
haplotype and by r that of the double heterozygote that can generate it if recombination
occurs. The Mendelian rules are then applied, and the frequency of the haplotype in the
next generation results.

Which kinds of selection cause linkage disequilibrium? The question is important
because, as we have seen, two-locus models are particularly needed when linkage
disequilibrium exists. With multiplicative fitnesses, the haplotype frequencies almost
always go to linkage equilibrium. (Linkage disequilibrium is only possible if both loci
are polymorphic. If one gene is fixed at either locus, D = 0 trivially. The fitnesses, w,,,
etc., as written above were frequency independent. A doubly heterozygous equilibrium
then requires heterozygous advantage at both loci: w;; <w, > w,,, x,, <x,, > x,,; see
Section 5.12.1, p. 123.) If ever linkage disequilibrium exists between two loci that have
multiplicative fitness relations, that disequilibrium will decay to zero as the generations
pass.

The more interesting case is when the fitnesses of the two loci interact epistatically
(the fitnesses are said to show epistasis). The selection in the mimetic polymorphism of
Papilio memnon is epistatic. Epistatic interaction means that the fitness effects of a
genotype depend on what genotype it is associated with at the other locus.

We can simplify the situation in P. memnon by imagining that one locus controls
whether the butterfly has a tail on its hindwing and one other locus controls coloration.
(In reality, at least four loci influence coloration.) Let T, (presence of tail) be dominant
to T_ (absence). At the other locus, C, is dominant, and C,/C, and C,/C, individuals
have a color pattern that mimics a model species with a tail, whereas C,/C, individuals
are colored like a model species that has no tail. The relative fitness of each genotype
depends on what the genotype at the other locus is. For example, a T,/T, genotype in
the same butterfly as a C,/C, will be less fit thana T /T_with C,/C,. The fitnesses can be
written as follows (the simplification relative to the earlier fitness matrixes arises
because of dominance, and because there is one term for the fitness of both loci
together rather than one term for each locus):

TJT, TJT. TJT.
GG i n Wi
GG, i n Wi
G,/C, Wiz Wi Wi
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It is an empirical question, how
often real fitness interactions are
multiplicative or epistatic

Fitness epistasis is not the same as
genetic interaction

In the case we discussed, w, , is the fitness of a butterfly with a tail and the color pattern
of a tailless model, Therefore, w,, <w,, and w,,. w,, is the fitness of a butterfly without
a tail, but the color pattern of a tailed model. Therefore, w,, < w,, and w,,. Selection
now favors the T,/— genotypes when they are with C,/—but not when with C,/C,, and
T /T_when itis with C,/C, but not when with C,/- (the dash implies it does not matter
which gene is present, because of dominance). The fitness relations are epistatic. There
can now be a doubly polymorphic equilibrium. All four alleles will be present, and the
haplotypes T, C, and T'C, will have disproportionately high frequencies. T, C, and T C,
haplotypes are selected against, because they often find themselves in poorly mimetic
butterflies. Linkage disequilibrium (D > 0 in this case) exists at the equilibrium.

In general, selection can only produce linkage disequilibrium at equilibrium when
the fitnesses of the genotypes at different loci interact epistatically. Not all epistatic
fitness interactions generate doubly polymorphic equilibria with linkage disequilibrium.
But all (or nearly all) such equilibria do have epistatic fitnesses.

We have been discussing the different sorts of fitness interactions — multiplicative or
epistatic (and there are others too) — as properties of formal models. Real genes in real
organisms will have fitness interactions too, and the more important question is what
sort of interactions these are. There are cases like Papilio in which epistasis is present
and powerful; but these may be isolated examples rather than representing a general
condition. Evolutionary biologists are interested in whether fitness interactions
between loci are generally epistatic and generate strong linkage disequilibrium, or
whether they are generally independent and generate linkage equilibrium. These two
extremes roughly correspond to a more “holistic” and a more “atomistic” (or “reduc-
tionist”) school of thought, though that is not to say that they correspond to two clearly
demarcated camps of biologists.

No general answer is yet available, but it is possible to make some observations.
Different loci will tend to interact multiplicatively when they have independent effects
on an individual’s survival and reproduction. Some biologists suggest that loci which
influence events at different times in an organism’s life are more likely to show
multiplicative fitness relations (though it is also possible for such events to interact).
Epistatic interactions may be more likely for loci controlling closely interdependent
parts of an organism. The extent to which we expect loci to interact epistatically or not
then loosely depend on how atomistic or holistic a view we have of the organism (see
also Section 8.12, below).

Notice that epistatic fitness interaction is not the same as mere physiological or
embryological interaction. Fitness epistasis requires heterozygosity at two loci. Imagine
a case in which the A locus controls, say, muscle strength and the B locus controls
metabolic rate. Muscles and metabolism interact in a physiological sense: when
muscles are put to work, the metabolic rate goes up. However, if the population is fixed
for homozygotes at both loci (all individuals are A B,/A,B,) then there cannot be any
fitness epistasis. Epistatic fitness requires heterozygosity at both loci, and the kind of
fitness relations we saw in the Papilio memnon example. This is a special condition.
Though it is often called fitness “interaction,” the term interaction is being used in a
technical, not a colloquial, sense.

We can also test empirically how common epistatic fitness interactions are in nature.
Linkage disequilibrium is produced by epistatic selection, and the degree of linkage
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Linkage disequilibrium has been
measured in microbes, . . .

... and in fruitflies

disequilibrium in a population can be measured. If it is high, then epistatic selection
may be common. The argument works in one direction but not the other: because there
are several possible causes of linkage disequilibrium (Section 8.7), its existence does not
demonstrate epistatic selection. However, if linkage disequilibrium is absent or low, we
can infer that epistatic selection is unimportant in nature.

A few general surveys of the extent of linkage disequilibrium in natural populations
have been made. One by Maynard Smith et al. (1993) for bacteria found high levels of
linkage disequilibrium in some species, such as Escherichia coli (which lives in our, and
other mammals’, guts), but low levels in other species, such as Neisseria gonorrhoeae.
The reason why many bacteria show linkage disequilibrium is that they reproduce
asexually, and there is no recombination to break the linkage disequilibrium down.
But some bacteria do sometimes exchange genes between individual cells, though not
by the kind of sexual processes that eukaryotes use. N. gonorrhoeae presumably has
enough genetic exchange between individuals to produce linkage equilibrium.

In eukaryotic organisms that are known to reproduce sexually, the evidence suggests
that there is little deviation from linkage equilibrium in nature. The main evidence has
historically come from surveys of protein polymorphisms, to see directly whether genes
at different loci are associated. Figure 8.5 illustrates some comprehensive results for the
fruitfly Drosophila. Some evidence of linkage disequilibrium is found, but the results
suggest the level is low and most loci are in linkage equilibrium. DNA sequence
evidence is now also becoming available and shows much the same pattern. Epistatic
interactions are undoubtedly important in particular cases, like Papilio, but they may
not be common for polymorphic loci in sexually reproducing species.

Not all biologists agree with this conclusion. They might be unconvinced by the evid-
ence of Figure 8.5, perhaps calling it “limited,” or “for a single species.” The amount of



210 | PART 2/ Evolutionary Genetics

8.9

interaction between loci that must go on during the development of a complex, organic
body is so high that they would expect epistatic fitness interactions to be common.
Such is the assumption of the school of thought that follows Wright, whose ideas we
shall discuss at the end of the chapter.

Hitch-hiking occurs in two-locus selection models

Natural selection at one locus can
cause evolution at linked loci

8.10

When a gene is changing frequency at one locus over time, it can cause related changes
at linked loci; conversely, events at linked loci can interfere with one another. Suppose,
for instance, that directional selection is substituting one allele A” for another (A) at one
locus, and there is a neutral polymorphism (B, B’) at a linked locus. Then whichever of
Band B happened to be linked with A” when it arose as a mutant will have its frequency
increased. If the new mutant A" happened to arise on a B-bearing chromosome, B will
eventually be fixed together with the selectively favored allele A” unless recombination
splits them before A has been eliminated. The increase in the B allele frequency is due to
hitch-hiking.

Another possibility is for the polymorphism at the B locus to be a selectively “bal-
anced” polymorphism, due to heterozygous advantage. Suppose again that a selectively
favored mutation A” arises at a linked locus, and that it happens to arise on the same
chromosome as a B allele. Now the polymorphism at the B locus will interfere with the
progress of A”. As A” increases in frequency by directional selection it will increase the
frequency of B with it. Because A” is linked to B, it will be more likely to be in a body
with a B/B homozygote than will its allele A, and less likely to be in a B/b heterozygote.
B/b has higher fitness than B/B and the selection against B/B individuals will also work
against the A’ gene. Depending on the selection coefficients at the two loci, and the rate
of recombination between them, the heterozygous advantage at the B locus can slow
the rate at which A” is fixed. The A” gene will then have to wait for recombination
between the two loci before it can progress to fixation.

Selective sweeps can provide evidence of selection in
DNA sequences

Natural selection at one locus tends
to reduce diversity at linked loci

One consequence of hitch-hiking is that when natural selection fixes a new, favorable
gene, the amount of genetic variation is reduced in the neighboring regions of the
DNA. When a favorable mutation arises, it will initially be on a chromosome which has
a particular sequence of nucleotides. As the mutation is fixed, it carries with it the
nucleotides that are linked to it. Other nucleotide variants at neighboring sites in the
DNA are eliminated, along with the inferior alleles at the locus where selection is acting.
The result is reduced genetic diversity. (Genetic diversity can be measured by sequen-
cing the DNA of many chromosomes from many fruitfly individuals, and counting the
fraction of nucleotide sites that differ between two randomly picked chromosomes.)
The sweep reduces genetic diversity most at the locus where selection is acting.
Nearby in the DNA, diversity will be reduced; further out, diversity will still be reduced
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Figure 8.6

Selective sweep caused by recent substituion of the Sdic gene in
Drosophila melanogaster. The y-axis gives the amount of genetic
diversity. The x-axis is the position on the X chromosome.
Diversity decreases toward the centromere (off to the right

of the figure) where the recombination rate is decreased.

The diversity near the Sdic gene in D. melanogaster is lower
than we should expect from its position on the X chromosome.
If there had not been a selective sweep of Sdic, the graph for D.
melanogaster (b) would have looked much like the graph for D.
simulans (a). The points are for various genetic loci, and the line

18E 19A

19E

20A 200 around each point is the approximate 50% confidence interval.

Chromosomal position From Nurminsky ef al. (2001)

Local reductions in genetic diversity
are a signature of selection

but in decreasing amounts the further we go away from the selected locus. Recom-
bination is more likely to have separated the favored mutation from its initially linked
nucleotides at sites further away in the DNA. The homogenization (that is, reduction in
diversity) of neighboring DNA when natural selection fixes a favorable new gene is
called a selective sweep. As a mutation increases in frequency, it sweeps diversity out of
the surrounding DNA.

Local reductions in genetic diversity can be used as a “signature” of natural selection
in DNA sequences. We can look down the DNA, and if we find a region of locally
reduced diversity, one explanation is that natural selection has recently fixed a new
gene somewhere in the region. Nurminsky ef al.’s (2001) research on the gene called
Sdic in Drosophila melanogaster is an example (Figure 8.6). The gene Sdic codes for a
structure in the sperm. Figure 8.6b shows a trough in genetic diversity near Sdic, and
this trough is part of Nurminsky et al.’s case that the version of Sdic in D. melanogaster
has recently been fixed by natural selection.

A reduction in genetic diversity near a gene such as Sdic is not by itself strong
evidence that selection has recently fixed a new version of the gene. Two alternative
explanations need to be ruled out. One is that the mutation rate is locally depressed.
This can be tested by McDonald & Kreitman’s (1991) test (Section 7.8.3, p. 184). If the
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Drosophila melanogaster has a
local reduction of diversity near the

gene Sdic . . .

... which is almost certainly due to

a selective sweep

8.1

mutation rate is low, we expect not only low diversity within a species, but also a low
rate of evolutionary change. The rate of evolution can be found by comparing the gene
in D. melanogaster and the closely related species D. simulans. In fact the rate of evolu-
tion is high, suggesting that the mutation rate has not been lowered near Sdic.

A second alternative is background selection. Deleterious mutations occur in the
DNA (Section 12.2.2, p. 321, looks at the deleterious mutation rate). Natural selection
acts against deleterious mutations, removing them from the population. As selection
clears out deleterious mutations, it also reduces the local genetic diversity because any
variants linked to a deleterious mutation will be removed along with it.

In some regions of the genome, the recombination rate is lower than in other
regions. For example, recombination is less frequent near the centromere of a chromo-
some. Also, a whole chromosome may have a low recombination rate. Chromosome 4
in Drosophila is short and has a low recombination rate (Wang et al. 2002). In regions
where the recombination rate is low, the diversity of DNA is known to be reduced:
D. melanogaster’s fourth chromosome, and all chromosomes near their centromeres,
show low genetic diversity. This reduction could be either because of selective sweeps
or background selection. Both processes reduce genetic diversity, and both operate
more powerfully where the recombination rate is low. Now, the Sdic gene is on the
X chromosome and is near the centromere. The low local diversity could be due to
background selection in a region of low recombination, rather than to a selective sweep.

Figure 8.6 shows how Nurminsky et al. argue that the version of Sdic in
D. melanogaster has caused a selective sweep. D. simulans (Figure 8.6a) shows a stand-
ard decrease in genetic diversity towards the centromere. The picture for D. simulans
may well be due to background selection. If background selection caused the low diver-
sity in D. melanogaster near the Sdic gene, we should expect much the same graph in
both species. (There is no evidence that Sdic has undergone recent evolutionary change
in D. simulans.) But Figure 8.6b shows that DNA diversity near Sdic in D. melanogaster is
reduced relative to D. simulans. The reduced recombination rates near the centromere
are not enough to explain the trough in diversity seen in D. melanogaster. The Sdic gene
really does appear to have been fixed recently in D. melanogaster, and to have swept out
the local diversity.

Selective sweeps, in which the local genetic diversity is reduced, can be added to the
other signatures of selection that we looked at in Section 7.8 (p. 179 — signatures such
as the relative rates of non-synonymous and synonymous evolution). The test has prac-
tical uses, and Box 8.1 describes how it can be used to detect which genes code for drug
resistance in the malaria parasite. The test is most powerful if alternatives can be ruled
out, and provides a further example of how DNA sequence data are allowing some
novel tests of natural selection.

Linkage disequilibrium can be advantageous, neutral,
or disadvantageous

Although linkage disequilibrium may be rare when we consider all the genes in a
species, some examples still exist. We can distinguish between cases that are beneficial,
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locus is the only site on chromosome 7~ pp.79-183.

and cases that are not. The linkage disequilibrium in Papilio memnon’s mimetic poly-
morphism is advantageous. Natural selection favors individuals with genic associations
like T_W,F,E,B,, whereas it works against recombinants like T, W,F,E,B,. An indi-
vidual benefits from having the haplotypes that are in excess frequency in the popula-
tion. Whole populations of P. memmnon survive better than they would if the five loci
were in linkage equilibrium.

In other cases, the opposite is true. We met an example in Section 8.9. It is where
the spread of a favored allele interferes with a linked locus at which a heterozygote is
advantageous. As the favored allele A” increases in frequency, the frequency of one
of the alleles (such as B) at the linked polymorphic locus will also increased by hitch-
hiking. Linkage disequilibrium builds up by selection on the A locus (creating an excess
of the A’B haplotype). This linkage disequilibrium is disadvantageous. The individuals
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on average have lower fitness than if linkage equilibrium existed between the A and B
loci because the increase in the A’B haplotype reduces the proportion of B/b hetero-
zygotes. Natural selection will favor recombinant individuals that do not have the
A’Bhaplotype.

A third possibility is for linkage disequilibrium to be selectively neutral. An example
of this was provided by the hitch-hiking of an allele at a neutral polymorphic locus with
a selectively advantageous mutant at a linked locus. While the mutant is being fixed,
linkage disequilibrium temporarily builds up between it and the alleles it happens to be
linked to at nearby loci. It disappears when the mutant reaches a frequency of one.

The distinction between advantageous and disadvantageous linkage disequilib-
rium is crucial to understanding one of the major problems of evolutionary biology:
why recombination, and sexual reproduction, exists. We look at that problem in
Sections 12.1-12.3 (pp. 314-27). We finish this chapter by looking at another influental
multilocus population genetic concept — one that is so influential that it is part of the
language of evolutionary biology.

Wright invented the influential concept of an adaptive
topography

Figure 8.7

A fitness surface, or adaptive
topography, is a graph of the
mean fitness of the population
as a function of gene, or in some
cases genotype, frequency. (a) If
allele A (frequency p) has higher
fitness than a (frequency 1 —p),
mean population fitness simply
increases as the frequency of

A increases. (b) With
heterozygous advantage
(fitnesses of genotypes
AA:Aa:aaarel—s:1:

1 —t) mean population fitness
increases to a peak at the
intermediate frequency of

A at which the proportion of
heterozygotes is the maximum
possible.

Wright’s idea of an adaptive topography (or adaptive landscape) is particularly useful for
thinking about complex genetic systems; but it is easier to begin with the simplest case.
This is for a single genetic locus. The topography is a graph of mean population fitness
(w) against gene frequency (Figure 8.7). (Adaptive topographies can also be drawn for
fitness in relation to genotype frequencies. They can even be drawn with phenotypic
variables on the x-axis; see, for example, Raup’s analysis of shell shape, in Figure 10.9
(p-278). Figure 10.4 (p. 267), used in Fisher’s theory of adaptation, is also similar.) We
have repeatedly met the concept of mean fitness; it is equal to the sum of the fitnesses of
each genotype in the population, each multiplied by its proportion in the population.
In a case in which the genotypes containing one of the alleles have higher fitnesses than
those of the alternative, the mean fitness of the population simply increases as the
frequency of the superior allele increases and reaches a maximum when the gene is
fixed (Figure 8.7a). That is fairly trivial. When there is heterozygous advantage, mean

(a) (b)

Mean population fitness (i)

0 1 0 1

Frequency of A allele



Adaptive topographies can be used
to think about abstract evolutionary
questions

Figure 8.8

Fitness surface for two loci.
(a) A combination of the
patterns in Figures 8.7a and

b: there is a heterozygous
advantage at locus A and one
allele has a higher fitness

than the other atlocus B.

(b) A two-locus fitness surface
with two peaks.
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fitness is highest at the equilibrium gene frequency given by the standard equation
(Section 5.12.1, p. 123). Mean fitness declines either side of the equilibrium gene fre-
quency, where more of the unfavorable homozygotes will be dying each generation
than at the equilibrium (Figure 8.7b). The graph is also called a fitness surface.

In these two cases, natural selection carries the population to the gene frequency
where mean fitness is at a maximum. With one favorable allele, the maximum mean
fitness is where the allele is fixed — and natural selection will act to fix the allele. With
heterozygous advantage, the maximum mean fitness is where the smallest number of
homozygotes are dying each generation — and natural selection drives the population
to an equilibrium where the amount of homozygote death is minimized.

A question of interest in theoretical population genetics is whether natural selection
always drives the population to the state at which the mean fitness is the maximum
possible. Frequency-dependent selection (Section 5.13, p. 127) is a case in which natural
selection may not act to maximize mean fitness. When a polymorphism is maintained
by frequency-dependent selection, the fitness of each genotype is highest when it is
rare. But when a genotype is rare, natural selection acts to increase its frequency,
making it less rare. The effect of selection can then be to reduce mean fitness.

If natural selection does not always maximize mean fitness, that opens up a further —
and still unanswered — theoretical question of whether natural selection does act to
maximize some other function, but we shall not pursue that question here. Whatever
the answer to it, natural selection does still maximize simple mean fitness in many
cases. For many purposes, we can safely think of natural selection as a hill-climbing
process, by analogy with the hills in the adaptive topography (Figure 8.7).

Now consider a second locus. Selection can be going on here too, and the fitness
surface for the two loci might look like Figure 8.8. Figure 8.8a shows a simple case in
which one locus has heterozygous advantage and the other has a single favored allele.
The idea of an adaptive topography can be extended to as many loci as interact to deter-
mine an organism’s fitness, but further loci have to be imagined, rather than drawn, on
two-dimensional paper.

(@ (b)

Mean fitness
Mean fitness

Frequency of A allele

Frequency of A allele
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Adaptive topographies may have

multiple peaks

A population may become
“trapped” on a local peak

8.13

Wright believed that, because the genes at different loci interact, a real multidimen-
sional fitness surface would often have multiple peaks, with valleys between them
(Figure 8.8b). The kind of reasoning involved is abstract rather than concrete. We need
to imagine a large number of loci, many with more than one allele, with the alleles at the
different loci interacting epistatically in their effects on fitness. Epistatic interactions,
we now imagine, are common because organisms are highly integrated entities com-
pared with the atomistic chromosomal row of Mendelian genes from which organisms
grow up: the genes will have to interact to produce an organism. As we saw above,
developmental interactions among genes do not automatically generate epistatic
fitness interactions among loci. The extent to which undoubted developmental inter-
action will produce a multiply peaked fitness surface is therefore open to question; but
the possibility is plausible. (Wright called the genes that interact favorably to produce
an adaptive peak an “interaction system.”)

In the coadapted genes controlling mimicry in Papilio memnon, the mimetic
genotypes occupy fitness peaks and the recombinants occupy various fitness valleys.
The actual shape of the adaptive topography in nature is, however, a more advanced
question than can be tackled here. The point of this section is to define what an adaptive
topography is, and to point out that its visual simplicity can be useful in thinking about
evolution when many gene loci are interacting.

The shifting balance theory of evolution

Wright used his idea of adaptive topographies in a general theory of evolution. He
imagined that real topographies would have multiple peaks, separated by valleys, and
that some peaks would be higher than others. When the environment changed, and
competing species evolved new forms, the shape of the adaptive topography for a popu-
lation would change too. The surface would also change shape when a new mutation
arose. A new allele at a locus may interact with genes at other loci differently from the
existing alleles, and the fitnesses of the genes at the other loci will then be altered;
genetic changes will take place at other loci to adjust to the new mutant. All the time,
natural selection will be a hill-climbing process, directing the population up toward the
currently nearest peak. When the surface changes, the direction to the nearest peak may
change, and selection will then send the population off in the new upward direction.
Natural selection, even in so far as it is a hill-climbing (i.e., mean fitness maximizing)
process, is only a local hill-climbing process. In theory, the local fitness peak could be in
the opposite direction from a higher, or global, peak (Figure 8.9). Natural selection,
however, will direct the population to the local peak. Now suppose that the mean
fitness of a population is a measure of the quality of its adaptations, such that a popula-
tion with a higher mean fitness has better adaptations than a population with a lower
mean fitness. Because natural selection seeks out only local peaks, natural selection may
not always allow a population to evolve the best possible adaptations. A population
could be stuck on a merely locally adaptive peak. Natural selection works against
“valley crossing,” where fitness is lower. (Mean fitness cannot always be equated with
quality of adaptation. In the simple case in which one allele is superior to another (see
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Figure 8.9

A two-peaked fitness surface with local and global maxima.
Natural selection will take a population with gene frequency
1 p’ towards the local peak, away from the peak with highest

Frequency of A allele (p) average fitness.

Random drift may take a population
away from a local peak

Wright's shifting balance theory is
concerned with evolution on
complex adaptive topographies

Figure 8.7a), the organisms with the better genotype will also be better adapted. But
when fitness is frequency dependent or when group and individual adaptations conflict
(Chapter 11), the maximum of mean population fitness may not correspond to the best
adaptation.)

Wright was interested in how evolution could overcome the tendency of natural
selection to become stuck at local fitness peaks. When fitness peaks correspond to
optimal adaptations, the question is relevant to the evolution of adaptation; but when
they do not, the question still has a technical interest in population genetics. Wright
suggested that random drift could play a creative role. Drift will tend to make the popu-
lation gene frequencies “explore” around their present position. The population could,
by drift, move from a local peak to explore the valleys of the fitness surface. Once it had
explored to the foot of another hill, natural selection could start it climbing uphill on
the other side. If this process of drift and selection were repeated over and over again
with different valleys and hills on the adaptive topography, a population would be
more likely to reach the global peak than if it was under the exclusive control of the
locally maximizing process of natural selection.

Wright’s full shifting balance theory includes more than just selection and drift
within a local population. He also suggested that populations would be subdivided into
many small local populations, and drift and selection would go on in each. The large
number of subpopulations would multiply the chance that one of them would find the
global peak. If members of a subpopulation at the highest peak were better adapted,
they could produce more offspring and more emigrants to the other subpopulations.
Those other subpopulations would then be taken over by the superior immigrant
genotypes. Thus the whole species would evolve to the higher peak. Wright’s theory is
thus an attempt at a comprehensive, realistic model of evolution. Everything is
included: multiple loci, fitness interactions, selection within and between populations,
drift, and migration. (The theory of adaptive peaks is also relevant to speciation:
Section 14.4.4, p. 394.)

The question of how important the shifting balance process is in evolution is long
standing, dating back to Wright’s publications in the 1930s. Coyne et al. (1997) recently
reopened the controversy, arguing that we have no good reason to think that the shift-
ing balance process has contributed much to evolution. The full controversy has looked
at many topics. Here are four of them.
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The importance of Wright's shifting
balance theory is controversial, in at
least four respects

Fisher and Wright schools can be
distinguished

1.

What facts are better explained by the shifting balance process than by simple
natural selection within one population? For instance, the passion flower butterflies
(Heliconius, Section 8.2 above) have many morphs, each mimicking a different
model. Each morph probably occupies an adaptive peak. An adaptive valley separ-
ates each peak, because intermediate forms would be poorly adapted to mimic
any model and would be eaten. How can one morph evolve into another? On the
shifting balance view, a morph can originate by drift within a local population, and
then spread if it is advantageous. Alternatively, however, evolution in the mimetic
form of the butterflies may be driven by changes in the abundance of local models. If
a model with a certain coloration becomes locally common, perhaps because its
resources are locally abundant, then the mimic species will evolve to match that
coloration. Thus, although the species now shows a multipeaked fitness surface, the
peaks may not have been separated by valleys in the past. The Heliconius example, as
with all others that have been discussed in the controversy, is inconclusive.

. Can genetic drift drive populations across real adaptive valleys? Genetic drift is

powerful when it is not opposed by selection: that is, when drift is between different
neutral forms. However, in Wright’s theory, drift has to work in opposition to
selection. This is a much more difficult process, and critics doubt whether it occurs.
The selective disadvantages in the valleys between different morphs of Heliconius,
for example, correspond to 50% fitness reductions. Random drift could not estab-
lish forms that have such large disadvantages.

. Do populations have the structure proposed by Wright? Are populations subdivided

into many small subpopulations? If populations are large, all the main possible
genotypes will be present in it including the best genotype — the one correpsonding
to the highest adaptive peak. It can be fixed by normal natural selection within
the population. The shifting balance process only helps if populations are so small
that the best genotype happens never to have arisen in many local subpopula-
tions. Supporters suggest that real populations are often as Wright suggested; critics
doubt it.

. Do real fitness surfaces have multiple peaks? Fisher, for instance, doubted whether

natural selection would actually confine populations to local peaks. Fisher was pre-
eminently a geometric thinker and he pointed out that, as the number of dimen-
sions in an adaptive topography increases, local peaks in one dimension tend to
become points on hills in other dimensions (Figure 8.10). In the extreme case, when
there are an infinity of dimensions, it is certain that natural selection will be able to hill
climb all the way to the global peak without any need for drift. Each one- (Figure 8.7)
or two-dimensional peak (Figure 8.8) will be crossed at the peak by an infinity of
other dimensions, and it is highly implausible that the fitness surface will turn
downhill in all of them at that point. This is a highly interesting argument, though it
is, of course, purely theoretical. It refutes Wright’s theoretical claim that natural
selection will get stuck at local peaks, but leaves open the empirical question of how
important selection and drift have been in exploring the fitness surfaces of nature.

The importance of the shifting balance process remains undecided, but the contro-

versy has a broader interest. Biologists distinguish between a “Fisher” and a “Wright”
school of evolutionary thought. Fisher maintained that natural populations are gener-
ally too large for drift to be important, that epistatic fitness interactions do not interfere
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Figure 8.10

As extra gene loci are considered (extra axes in the adaptive
topography) it becomes increasingly likely that what appeared

to be a local maximum in fewer dimensions will turn out to be

a hillside or saddle point in more dimensions. In this case, the
fitness surface for the A locus at a gene frequency of zero for the B
allele is the same as in Figure 8.9; but at other B gene frequencies,
the local peak in the A locus fitness surface disappears. If the

Mean population

population started in the valley at B gene frequency =0 and
Frequency of A allele A gene frequency = p’, natural selection would initially move
gene frequencies to the local peak, but they would eventually
reach the global peak by continuous hill climbing.

with the operation of selction, that adaptations evolve by selection within a population,
and that adaptive evolution can proceed smoothly up to the highest fitness peak.
Wright thought that populations are small, drift and epistatic fitnesses are important,
and that adaptive evolution is liable to become stuck at a local optimum. Biologists
today rarely count themselves simply as members of one school or the other, but the
controversy between these two views has inspired, and continues to inspire, important
evolutionary research.
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14 Two-locus population genetics uses a number

of concepts not found in single-locus genetics. The

most important are: haplotype frequency, recombina-

tion, linkage disequilibrium, epistatic fitness interaction,
hitch-hiking, and multiple peaked fitness surfaces.

Further reading

Population genetics for two loci, as for one locus, is introduced in such standard text-
books as Hartl & Clark (1997) and Hedrick (2000).

The multilocus genetics of mimicry in Papilio memnon and Heliconius is explained
by Turner (1976, 1984). Turner & Mallett (1996) discuss the puzzle of diversity in
Heliconius, with the shifting balance process as one possible explanation. The HLA loci
are introduced from a more evolutionary perspective by Hughes (1999), and a more
molecular genetic perspective by Lewin (2000). Wolf et al. (2000) is a multiauthor book
on epistasis and evolution. Wade et al. (2001) distinguish two meanings of epistasis,
which differ between two-locus population and quantitative genetics.

Linkage disequilibrium in the human genome is described by Reich et al. (2001): for
humans, linkage disequilibrium also matters for locating disease genes, and changes in
population size need to be considered. Kohn et al. (2000) describe another example of a
selctive sweep, like Sdic — the gene for warfarin resistance in rats. Gillespie (2001) looks
at the effect of population size on hitch-hiking, and draws the subversive conclusion
that population size may have little effect on evolution because its effect on hitch-
hiking is the opposite of its effect at any one site.

On Wright’s shifting balance theory, see Wright’s four-volume treatise (1968-78),
particularly volumes 3 and 4 (1977, 1978) and Wright (1986). Wright (1932) is a short
and accessible paper from earlier on. See also Lewontin (1974, final chapter) and
Provine (1986, chapter 9). For the modern controversy, see the exchange in Evolution
(2000), vol. 54, pp. 306—27, including the references there.
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Climatic changes have driven the evolution of beak size
in one of Darwin'’s finches

Beak size influences feeding
efficiency on different food types

Beak size is inherited

The weather in the Galapagos . . .

Fourteen species of Darwin’s finches live in the Galdpagos archipelago, and many of
them differ most obviously in the sizes and shapes of their beaks. A finch’s beak shape,
in turn, influences how efficiently it can feed on different types of food. Peter and
Rosemary Grant, together with a team of researchers, have been studying these finches
since 1973, and they have evidence that beak size influences feeding efficiency. It comes
from a comparison of two species (see Plate 4a, and b, between pp. 68 and 69), the
large-beaked Geospiza magnirostris and the smaller G. fortis, feeding on the same kind
of hard fruit.

The large-beaked G. magnirostris can crack the fruit (called the mericarp) of caltrop
(Tribulus cistoides) transversely, taking on average only 2 seconds and exerting an
average force of 26 kgf (255 N); it can then easily, in about 7 seconds, eat all the 4—6
seeds of the smashed fruit. The smaller G. fortis is not strong enough to crack Tribulus
mericarps and instead twist open the lower surface, applying a force of only 6 kgf and
taking 7 seconds on average to reach the seeds inside. Only one or two of the seeds
can be obtained in this way and it takes an average of 15 seconds to extract them.
G. magnirostris usually has an advantage with these large, hard types of food.

Smaller finches are probably more efficient with smaller types of food, but this is
more difficult to show. Both large and small finches on the Galdpagos do in fact eat
small seeds, though there is an indirect reason (as we shall see) to believe that smaller
finches do so more efficiently. From the evidence we have met so far, we can predict
that natural selection would favor larger finches when large fruits and seeds are abund-
ant. The prediction should apply both within and between species. A G. magnirostris
finch looks like an enlarged G. fortis, and a larger individual G. fortis can probably deal
with a large food item more efficiently than can a smaller conspecific, much as an
average specimen of G. magnirostris is more efficient than an average G. fortis. When
large seeds are common, we might expect the average beak size in a population of G.
fortis to increase between generations, and to decrease when large seeds are rare — if
beak size is inherited.

If beak size is inherited . . . but is it? Beak size is inherited if parental finches with
larger than average beaks produce offspring with larger than average beaks. The Grants
measured the sizes of parental and offspring finches in several families and plotted the
latter against the former (Grant 1986) (Figure 9.1). Large-beaked parental finches do
indeed produce large-beaked offspring: beak size is inherited. It therefore makes sense
to test the prediction that changes in beak size should follow changes in the size dis-
tribution of food items. The test was carried out on the species G. fortis, on one of the
Galapagos islands, Daphne Major. Since the study began, this species has undergone
two major, but contrasting, evolutionary events.

In the Galdpagos, the normal pattern of seasons is for a hot, wet season from about
January to May to be followed by a cooler, dryer season through the rest of the year. But
in early 1977, for some reason, the rain did not fall. Instead of the normal progression,
the dry season that began in mid 1976 continued until early 1978: one whole wet season
did not happen. The finch population of Daphne Major collapsed from about 1,200 to



224 | PART 2/ Evolutionary Genetics

Figure 9.1

Parents with larger than average
beaks produce offspring with
larger than average beaks in
Geospiza fortis on Daphne
Major, showing that beak size
is inherited. Results are shown
here for 2 years in the 1970s.
Grant & Grant (2000) show
that the result persisted in
future years. (0.4 in= 10 mm.)
Redrawn, by permission of the
publisher, from Grant (1986).
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about 180 individuals, with females being particularly hard hit; the sex ratio at the end
of 1977 was about five males per female. As the sex difference shows, not all finches suf-
fered equally — smaller birds died at a higher rate. The reason, again, lies in the food
supply. At the beginning of the drought, the various types of seeds were present in their
normal proportions. G fortis of all sizes take small seeds, and as the drought persisted,
these smaller seeds were relatively reduced in numbers. The average available seed size
became larger with time (Figure 9.2). Now the larger finches were favored, because they
eat the larger, harder seeds more efficiently. The average finch size increased as the
smaller birds died off. (Females died at a higher rate than males because females are on
average smaller.) Size, as we have seen, is inherited. The differential mortality in the
drought therefore caused an increase in the average size of finches born in the next
generation: G. fortis born in 1978 were about 4% larger on average than those born
before the drought.

Four years later, in November 1982, the weather reversed. The rainfall of 1983 was
exceptionally heavy and the dry volcanic landscape was covered with green in the per-
iodic disturbance called El Nifio (see Plate 4c and d, between pp. 68 and 69). Seed
production was enormous. The theory developed for 1976-78 could now be tested.
The conditions had reversed: the direction of evolution should go into reverse too.
In the year after the 1983 El Nifio event, there were more small seeds. If the smaller
finches can in fact exploit small seeds more efficiently, the smaller finches should
survive relatively better. The Grants again measured the sizes of G. fortis on Daphne
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Selection fluctuates over time

(1986).

Major in 1984-85 and found that the smaller birds were indeed favored. Finches born
in 1985 had beaks about 2.5% smaller than those born before the El Nifilo downpours.
The theory, that seed sizes control beak size in these finches, was confirmed. Further
confirmation came at the next El Nifio event in 1987. This time, the seed size distribu-
tion was hardly changed at all, leading to the prediction that the beak sizes of the finches
would show no evolutionary change either; nor did they (Grant & Grant 1995).

The fluctuations in the direction of selection on beak shape — with beaks evolving up
in some years, down in other years, and staying constant in yet other years — probably
results in a kind of “stabilizing” selection over a long period of time such that the aver-
age size of beak in the population is the size favored by long-term average weather.
(Later in the chapter, we shall see how the degree of selection can be expressed more
exactly; Figure 9.9 will show the results for 1976—77 and 1984-85.)
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Quantitative genetics is concerned with characters
controlled by large numbers of genes

Beak size is a continuous character

Figure 9.3

(a) The phenotypic character,
beak size for example, is
controlled by one locus with
two alleles (A and a); A is
dominant to a. There are two
discrete phenotypes in the
population. (b) The character is
controlled by two loci with two
alleles each (A and a, Band b);
A and B are dominant to a and
b. There are three discrete
phenotypes. (c) Control by six
loci, with two alleles each.

(d) Control by many loci with
two alleles each. As the number
of loci increase, the phenotypic
frequency distribution becomes
increasingly continuous.

The beak size of Galdpagos finches is an example which illustrates a large class of
characters. It shows continuous variation. Simple Mendelian characters, like blood
groups or the mimetic variation of Papilio, often have discrete variation; but many of
the characters of species are like beak size in these finches — they vary continuously, and
every individual in the population differs slightly from every other individual. There
are no discrete categories of beak size in G. fortis or in most other species of birds.

The other important point about beak size is that we do not know the exact genotype
that produces any given beak size. We can, however, say something about the general
sort of genetic control it may have. Characters like beak size, which has an approxim-
ately normal frequency distribution (that is, a bell curve), are probably controlled by
a large number of genes, each of small effect. The reason is as follows (Figure 9.3).
Imagine first that beak size was controlled by a single pair of Mendelian alleles at one
locus, with one dominant to the other, AA and Aa long and aa short. In this case, the
population would contain two categories of individuals (Figure 9.3a). Imagine now
that it was controlled by two loci with two alleles each. Beak size might now have a
background value (say, 0.4 in or 1 cm) plus the contribution of the two loci, with an
A or a B adding 0.04 in (0.1 cm). If A and B were dominant to a and b, then an aabb
individual would have a 0.39 in (1 cm) beak; AAbb, Aabb, aaBB, and aaBb 0.43 in
(1.1 cm); and AABB, AaBB, AABb, and AaBb 0.47 in (1.2 cm). Figure 9.3b is the
frequency distribution if all alleles had a frequency of one-half and the two loci were in
linkage equilibrium. The distribution now has three categories and has become more
spread out. It becomes still more spread out if it is influenced by six loci (Figure 9.3¢)
and becomes normal when many loci are at work (Figure 9.3d).

When a large enough number of genes influence a character, it will have a continu-
ous, normal frequency distribution. The normal distribution can result either if there
are alarge number of alleles at each of a small number ofloci influencing the characters,
or if there are fewer alleles at a larger number of loci. In this chapter, we shall mainly
discuss the theory of quantitative genetics as if there were many loci, each with a small

(a) One locus, two alleles (b) Two loci, two alleles each

Frequency
Frequency

Beak size Beak size

() Six loci, two alleles each (d) Many loci, two alleles each

Frequency
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Beak size Beak size
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number of alleles. This may well be the genetic system underlying many continuously
varying characters. However, the theory applies equally well when there are a few (even
one) loci and many alleles at each.

Mendel had noticed in his original paper in 1865 that multifactorial inheritance
(i.e., the character is influenced by many genes) can generate a continuous frequency
distribution; but it was not well confirmed until later work, particularly by East,
Nilsson-Ehle, and others, in about 1910. Quantitative genetics is concerned with
characters influenced by many genes, called polygenic characters. For a quantitative
geneticist, 5-20 genes is a small number of genes to be influencing a character; many
quantitative characters may be influenced by more than a hundred, or even several
hundred, genes. For characters influenced by a large number of loci, it ceases to be
useful to follow the transmission of individual genes or haplotypes (even if they have
been identified) from one generation to the next. The pattern of inheritance, at the
genetic level, is too complex.

There is an additional complication. So far we have only considered the effect of
genes. The value of a character, like beak size, will usually also be influenced by the envir-
onment in which the individual grows up. Beak size is probably related to general body
size and all characters to do with bodily stature will be influenced by the amount of food
an organism happens to find during its life. If we take a set of organisms with identical
genotypes and allow some to grow up with abundant food and others with limited food,
the former will end up larger on average. In nature, each character will be influenced by
many environmental variables, some tending to increase it, others to decrease it. Thus
if we take a class of genotypes with the same value of a character before the influence of
the environment and add the effect of the environment, some of the individuals of each
genotype will be made larger and others smaller in various degrees. This produces a fur-
ther “spreading out” of the frequency distribution. Any pattern of discrete variation in
the genotype frequency distribution is likely to be obscured by environmental effects
and the discrete categories converted into a smooth curve (Figure 9.4).

(b) One environmental variable (c) Two environmental variables
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Figure 9.4 experiencing any one of them. (¢) Influence of a second
Environmental effects can produce continuous variation. environmental variable. This variable also has five
(a) Twenty-five individuals in the absence of environmental equiprobable states, and they change the character by +10, +5,
variation all have the same phenotype, with a value for a 0,—5, and —10. Of the five individuals in (b) with character
character of 20. (b) Influence of one environmental variable. value 10, one will get another —10, giving a value of 0, a second
The variable has five states, and according to which state an will get —5, giving 5, etc. After the influence of both variables,
organism grows up in its character becomes larger or smaller the frequency distribution ranges from 0 to 40 and is beginning
or is not changed. The five states change the character by +10, to look bell curved. With many environmental influences, each

+5, 0,5, and —10, and an organism has an equal chance of of small effect, a normal distribution will result.
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Continuous characters are studied

by quantitative genetics

The value of a character is
expressed as a deviation from
the mean

9.3

The small effects of many genes and environmental variables are two separate
influences that tend to convert the discrete phenotypic distribution of characters con-
trolled by single genes into continuous distributions. If a character shows a continuous
distribution, it in principle could be because of either process. Quantitative genetics is
mainly concerned with characters influenced by both. Quantitative genetics employs
higher level genetic concepts that are genetically less exact than those of one- or two-
locus population genetics, but which are more useful for understanding evolution in
polygenic characters. Instead of following changes in the frequency of genes or haplo-
types, we now follow changes in the frequency distribution of a phenotypic character.
Quantitative genetics is important because so many characters have continuous varia-
tion and multilocus control.

Variation is first divided into genetic and
environmental effects

Quantitative genetics contains an unavoidable minimum of formal concepts that we
need to understand before we can put it to use: those formalities are the topic of this
section and the next. To understand how a quantitative character like beak size will
evolve, we have to “dissect” its variation. We tease apart the different factors that cause
some birds to have larger beaks than others. Suppose, for example, that all the variation
in beak size was caused by environmental factors — that is, all birds have the same
genotype and they differ in their beak sizes only because of the different environments
in which they grew up. Beak size could not then change during evolution (except for
non-genetic evolution due to environmental change). For the character to evolve, it has
to be at least partly genetically controlled. We need to know how much beak size varies
for environmental, and how much for genetic, reasons. However, even if different
finches vary in their beak size for genetic reasons, that does not necessarily mean it can
evolve by natural selection. As we shall see, we have to divide genetic influence into
components that allow evolutionary change and those that do not.

In quantitative genetics, the value of a character in an individual is always expressed
as a deviation from the population mean. Beak size will have a certain mean value in a
population, and we talk about environmental and genetic influences on an individual
as deviations from that mean. The procedure is easy to understand if we think of the
population mean as a “background” value, and then the influences leading to a particu-
lar individual phenotype are expressed as increases or decreases from that value. Let us
see how it is done. Suppose there is one locus with two alleles influencing beak depth.
AA and Aa individuals’ beaks are 1 cm from top to bottom, and aa individuals’ beaks
0.5 cm; the environment has no effect. If the population average was 0.875 cm (as it
would be for a gene frequency of a = !/2), then we should write the beak phenotype
of AA and Aa individuals as +0.125 cm and that of aa as —0.375 cm. In general, we
symbolize the phenotype by P. In this case, P = +0.125 for AA and Aa individuals
and P=-0.375 for aa.

Clearly, the value of P for a genotype depends on the gene frequencies. When the
frequency of A is one-half, the genotypic effects are those just given. But when the
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genetics
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frequency of A is one-quarter, the population mean would be 0.71875 cm. For aa, P
now is —0.21875 and for AA and Aa, P = +0.28125. In this example the phenotype is
controlled only by genotype. We can symbolize the effect of the genotype by G. G, like
P, is expressed as a deviation from the population mean. In this case, for an individual
with a particular genotype (because the environment has no effect):

Mean of population + P=mean of population + G

The background population mean cancels from the equation, and can be ignored. We
are then left (in this case in which the environment has no effect) with P=G.

The value of a real character will usually be influenced by the individual’s environ-
ment as well as its genotype. If the character under study is something to do with size,
for example, it will probably be influenced by how much food the individual found
during its development, and how many diseases it has suffered. These environmental
effects are measured in the same way as for the genotype, as a deviation from the popu-
lation mean. If an individual grew up in an environment causing it to grow a bigger
beak than average, its environmental effect will be positive; and vice versa if it grew up
in an environment giving it a smaller than average beak. The phenotype can then be
expressed as the sum of environmental (E) and genotypic influences:

P=G+E

This, simple as it is, is the fundamental model of quantitative genetics. For any pheno-
typic character, the individual’s value for that character (expressed, remember, as a
deviation from the population mean) is due to the effect of its genes and environment.

We must look further into the genotypic effect. We need to consider both how to
subdivide the genotypic effect, and why the subdivision is necessary. The main point
can be seen in the one-locus example we have already used. The A gene is dominant,
and both AA and Aa birds have 1 cm beaks (P=+0.125). (Because we are investigating
the genotypic effect, it is simplest to ignore environmental effects, so P = G.) Suppose
we take an AA individual and mate it to another bird drawn at random from the
population. The gene frequency is !/2 and the random bird is AA with chance !/4,
Aa with chance /2, and aa with chance /5 but whatever the mate’s genotype all the
offspring will have beak phenotype P = +0.125 because A is dominant. Now suppose
we take an Aa individual and mate it to a random member of the population. The
average phenotype P of their offspring is 0. (As can be confirmed by working out
(4% (+0.125)) + (}/2x 0) + (/4 X (=0.125)) for the three offspring genotypes.) A P of
0 means that the average offspring beak size is the same as the population average.
Thus, for two genotypes with the same beak size (P =+0.125), one produces offspring
with beaks like their parent, the other produces offspring with beaks like the population
average.

So some genotypic effects are inherited by the offspring and some are not. The
next step is to divide the genotypic effect into a component that is passed on and a
component that is not. The component that is passed on is called the additive effect (A)
and the component that is not is called (in this case) the dominance effect (D). The full
genotypic effect in an individual is the sum of the two:
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The additive part of the genetic
effect is mostimportant . . .

... and s used to predict the
character value in the next
generation

G=A+D

The additive effect is the important one. The parent deviates from the population
mean by a certain amount; its additive genotypic effect is the part of that deviation that
can be passed on. However, when an individual reproduces, only half its genes are
inherited by its offspring. The offspring inherit only half the additive effect of each par-
ent. Thus the additive effect A for an individual is equal to twice the amount by which
its offspring deviate from the population mean, if mating is random. For the AA parent,
therefore, the additive effect is +0.25. (The full quantitative genetics of the AA indi-
viduals is G =+0.125, A =+0.25, and D =—0.125.) The offspring of Aa birds deviate by
zero: their additive effect is twice zero, which is zero; the amount by which Aa hetero-
zygotes deviate from the population mean is entirely due to dominance, and is not
inherited by their offspring. (For Aa individuals, G=+0.125, A =0, and D=+0.125.)

The division of the genotypic effect into additive and dominance components tells
us what proportion of the parent’s deviation from the mean is inherited, and reveals
how the non-inheritance of the Aa individuals’ genotypic effect is due to dominance. In
practice quantitative geneticists do not know the genotypes underlying the characters
they study; they only know the phenotype. They might, for instance, focus on the class
of birds with 1 cm (P = +0.125) beaks. The additive component of their phenotypic
value depends on the frequencies of the AA and Aa genotypes in this example: if all the
birds with 1 cm beaks are Aa heterozygotes, then none of the offspring will inherit their
parents deviation; if they are all AA, then half the offspring will.

Why is the additive effect of a phenotype so important? The answer is that once the
additive effect for a character has been estimated, that estimate has much the same
role in quantitative genetics as the exact knowledge of Mendelian genetics in a one- or
two-locus case (Chapters 5 and 8). It is what we use to predict the frequency distribu-
tion of a character in the offspring, given a knowledge of the parents. In a one-locus
genetic model, we know the genotypes corresponding to each phenotype, and can pre-
dict the phenotypes of offspring from the genotypes of their parents. In the case of
selection, the gene frequency in the next generation is easy to predict if we know
selection allows only AA individuals to breed. In two-locus genetics, the procedure
is the same. If the next generation is formed from a certain mixture of Ab/AB and
AB/AB individuals, we can calculate its haplotype frequencies if we know the exact
mixture of parental genotypes.

In quantitative genetics, we do not know the genotypes. All we have are measure-
ments of phenotypes, like beak size. But if we can estimate the additive genetic com-
ponent of the phenotype, then we can predict the offspring in a manner analogous to
the procedure when the real genetics are known. When we know the genetics, Mendel’s
laws of inheritance tell us how the parental genes are passed on to the offspring. When
we do not know the genetics, the additive effect tells us what component of the parental
phenotype is passed on. Estimating the additive effect is thus the key to understanding
the evolution of quantitative characters. The estimates are practically made by breeding
experiments. In the case of finches with 1 cm beaks in a population of average beak size
0.875 cm, the additive effect can be measured by mating 1 cm-beaked finches to ran-
dom members of the population. The additive effect is then two times the offspring’s
deviation from the population mean.
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The genetic partitioning that we have made so far is incomplete. It applies reasonably
well for one locus: in that case, dominance is the main reason why the genotypic effect
of a parent is not exactly inherited in its offspring. When many loci influence a charac-
ter, epistatic interactions between alleles at different loci can occur (Section 8.8, p. 207).
Epistatic interactions are, like dominance effects, not passed on to offspring. They
depend on particular combinations of genes and when the combinations are broken
up (by genetic recombination) the effect disappears; nor are they are non-additive.
An example of an epistatic interaction would be for individuals with the haplotype
A,B, to show a higher deviation from the population mean than the combined
average deviations of A, and B,; the extra deviation is epistatic. Other non-additive
effects can arise because of gene—environment interaction (when the same gene
produces different phenotypes in different environments) and gene—environment
correlation (when particular genes are found more often than random in particular
environments).

A full analysis can take all these effects into account. In a full analysis, just as in the
simple one here, the aim is to isolate the additive effect of a phenotype. The additive
effect is the part of the parental phenotype that is inherited by its offspring.

Variance of a character is divided into genetic and
environmental effects

We return now to the frequency distribution of a character. We continue, as usual, to
express effects as deviations from the population mean. If we consider an individual
some distance from the mean, some of its deviation will be environmental, some
genetic. Of the genetic component, some will be additive, some dominance, some
epistatic. These terms have been defined so that they add up to give the exact deviation
of the individual from the mean. Any individual has its particular phenotypic value (P)
because of its particular combination of environmental experiences and the dominance,
additive, and interaction effects in its genotype (Figure 9.5). The different combinations
of E, D, and A in different individuals are the reason why the character shows a continu-
ous frequency distribution in the population.

Figure 9.5
The x-axis of the continuous distribution for a character can be
scaled to have a mean of zero. Consider the individuals (called x)
with phenotype +P. Their phenotypic values are the sum of their
individual combinations of the environmental, additive, and
dominance effects (E+ A + D). Individuals with character x can
X have any combination of E, A, and D such that E+ A + D =x. Any
individual’s deviation from the mean is due to its individual

combination of E, A, and D (as well as other effects, such as

Character epistatic).
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The variation in a population is
measured quantitatively as a
"variance”

Each factor that influences a
character has a variance

The variation seen for the character in any one population could exist because
of variation in any one of, or any combination of, these effects. Thus the individual
differences could be all due to different environmental effects, with every individual
having the same value for G. Or it could be 25% due to the environment, 20% to addit-
ive effects, 30% to dominance effects, and 25% to interaction effects. The proportion of
variation due to the different effects matters when we wish to understand how a popu-
lation will respond to selection. If all the variation exists because different individuals
have different values of E, there will be no response to selection; but if the variation
is mainly additive genetic variation, the response will be large. The proportion of the
variation that is due to different values of A in different individuals tells us whether
the population can respond to selection.

The variability in the population due to any particular factor, such as the environ-
ment, is measured by the statistic called the variance. (Box 9.1 explains some statistical
terms used in quantitative genetics.) Variance is the sum of squared deviations from
the mean divided by the sample size minus one. So for all the values x of a character like
beak size in a population, the variance of x is (see Box 9.1 for the notation):

w:l Y (- %2

n—1

We have seen how the total phenotype, genetic effect, environmental effect, and so on,
can be measured for an individual; the measurements (P for phenotypic effect, etc.) are
expressed as deviations from the mean. We can therefore easily calculate, for a popula-
tion, what their variances are:

. . 1
Phenotypic variance =V, = ! 2 p?

n—

. . 1
Environmental variance = V = ! Z E?

n—

. . 1
Genetic variance =V, = N 2 G?

n—

. . 1
Dominance variance =V, = I 2 D?

n—

.. . 1
Additive variance =V, = N z A?

n—

The phenotypic variance for a population, for example, expresses how spread out
the frequency distribution for the character is. If the frequency distribution is wide,
with different individuals having very different values of the character, the phenotypic
variance will be high. Ifit is a narrow spike, with most individuals having a similar value
for the character, phenotypic variance will be low.
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efore useful in describing the resemblance between classes of
elatives. If X and Y are unrelated, cov,, =0 and b, = 0; if they are
related, the covariance and regression can be positive or negative
(Figure B9.1).
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9.5

Relatives have similar genotypes, producing the
correlation between relatives

Relatives, such as siblings or
parents and offspring, are
similar because of shared
environments . . .

... and shared genes

We construct a quantitative genetic
model to predict parent-offspring
similarity

Figure 9.1 above was a graph of beak depth in many parent—offspring pairs in Geospiza
fortis. Each point is for one offspring and the average of its parents. Beak depth in
G. fortis, like many characters in most species, shows a correlation between parent and
offspring. This is an example of the correlation between relatives, for just as parents
and offspring are similar to each other, so are siblings and more distant relatives to
some extent.

Similarity among relatives may be either environmental or genetic, and the two
effects may have different relative importance in different kinds of species. In humans,
where parents and offspring live together in social groups, much of the similarity will be
due to the family’s common environment (i.e., there is gene—environment correlation).
At the other extreme, in a species like a bivalve mollusk in which eggs are released into
the sea at an early stage, relatives will not necessarily grow up in similar environments.
The environment may not have such a strong influence on similarity among relatives.
Darwin’s finches are probably somewhere between these two extremes. It is easy to
understand the similarity among relatives that is caused by similar environments: in so
far as relatives grow up in correlated environments, and there is environmental varia-
tion in a character, relatives will be more similar than non-relatives.

The similarity between relatives due to their shared genes is evolutionarily more
important. It is possible to deduce the correlation due to shared genes among any
two classes of relatives from the variance terms we have already defined. We shall
consider only one case, the correlation between parents and offspring, to see how it
is done. We can keep things simple by assuming that the environments of parent
and offspring are uncorrelated so environmental effects can be ignored (because any
environmental effect in the parent will not show up in the offspring: if the parent is
larger than average because it chanced on a good food supply, that does not mean its
offspring will too). Any correlation between parent and offspring will then be due to
their genetic effects.

The genetic value of the character in the parent is, we have seen, made up of several
components of which only the additive component is inherited by the offspring. When
mating is random, half that additive component of the individual parent is diluted. Ata
locus, a parent has an additive deviation from the population mean in both its genes.
When an offspring is formed, one of the parental genes goes into the offspring together
with another gene drawn at random from the population (because we are assuming
random mating). The average value of the character in the offspring is, as we saw above,
half the additive value of the parent (2A); the average genetic value in the parent is
A+ D. The correlation between parent and offspring is the covariance between the two
(see Box9.1):

1
COVyp = 25 A(A+ D)

where the sum is over all offspring—parent pairs. The covariance can be re-expressed as:
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COVgp = %ZAZ +%2AD

123 AD = 0 because A and D have been so defined as to be uncorrelated. If an indi-
vidual has a big value of A, we know nothing about whether its value of D will be big
or small. That leaves:

1 1
COVep = EZAZ =EVA

In words, the covariance of an offspring and one of its parents is equal to half the
additive genetic variance of the character in the population.

The expression for the covariance between one parent and its offspring is true for
each parent. It is a small step (though we shall not go into it here) to show that the same
expression also gives the covariance between offspring and the midparental value: it is
also '2V,. Other expressions can be deduced, by similar arguments, for the covariance
between other classes of relatives (Table 9.1). The formulae are useful for estimating the
additive variances of real characters. However, the estimates become most interesting,
for the evolutionary biologist, when expressed in terms of the statistic called heritability.

Heritability is the proportion of phenotypic variance
that is additive

The similarity between relatives in general, and between parents and offspring in
particular, is governed by the additive genetic variance of the character. If a character
has no additive genetic variance in a population, it will not be inherited from parent to
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Heritability is a measure of the
genetic influence on a character

Heritability can be measured by

several methods

9.7

offspring. For instance, many of the properties of an individual phenotype are accid-
entally acquired characters, such as cuts, scrapes, and wounds; if we measure these in
parent and offspring they will show no correlation: V, = 0. Moreover, some characters,
such as the number of legs per individual in a natural population of, say, zebra, show
practically no variation of any sort and for them V), trivially is zero. Additive variance
is therefore often discussed as a fraction of total phenotypic variance, and it is this
fraction that is called the heritability (h?) of a character:
Va

W= A

Ve

Heritability is a number between zero and one. If heritability is one, all the variance
of the character is genetic and additive. Given that V,= V,+ V, + V},, all the terms on
the right other than V, must then be zero. In so far as the factors other than additive
variance account for the variance of a character, heritability is less than one.

Heritability has an easy intuitive meaning. Consider two parents that differ from the
population by a certain amount. If their offspring also deviate by the same amount,
heritability is one; if the offspring have the same mean as the population, heritability
is zero; if the offspring deviate from the mean in the same direction as their parents
but to a lesser extent, heritability is between zero and one. Heritability, therefore, is
the quantitative extent to which offspring resemble their parents, relative to the popu-
lation mean.

How can we estimate the heritability of a real character? One method is to cross two
pure lines. This is mainly of interest in applied genetics, where the problem might be to
breed a new variety of crops; it has little interest in evolutionary biology. The two other
main methods are to measure the correlation between relatives and the response to
artificial selection. Figure 9.1 is an example which uses the correlation between relat-
ives. The slope of the graph, which shows the beak size in offspring finches in relation to
the average beak size of the two parents, is equal to the heritability of beak size in that
population. The reason is as follows. The slope of the line is the regression of offspring
beak size on mid-parental beak size. The regression of any variable y on another vari-
able x equals cov, /var, (Box 9.1). The covariance of offspring and mid-parental value
equals !/2V, (Table 9.1) and the variance of the mid-parental beak size is equal to '/2V),.
(It is half the total population variance because two parents have been drawn from the
population and their values averaged: if Figure 9.1 had the value for one parent on the
x-axis, its variance would be V/,.) The regression slope simply equals V, /V,,, which is the
character’s heritability. For beak depth in Geospiza fortis on Daphne Major, the regres-
sion and therefore heritability is 0.79.

A character’s heritability determines its response to
artificial selection

How can quantitative genetics be applied to understand evolution? There are many
ways, and we shall consider two of them here: directional selection and stabilizing
selection. As we have seen (Section 4.4, p. 76), three main kinds of selection are usually
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Generation 1
S
=
g
=]
g
Character |
X X
Generation 2
R
> Figure 9.6
§- Jp— Truncation selection: the next generation is bred from those
2 individuals (shaded area) with a character value exceeding a
threshold value. The selection differential (S) is the difference
between the whole population mean (x,) and the selected
subpopulation’s mean (x,); $=x,—x,. Because Ris about 0.4
Character of Swe could deduce in this case that heritability, k%, = 0.4.

We construct a quantitative genetic
model of directional selection

distinguished; disruptive selection is the third category, which we shall not discuss
further here. This section will be concerned with directional selection, which has par-
ticularly been studied through artificial selection experiments. Artificial selection is
important in applied genetics, as it provides the means of improving agricultural stock
and crops.

If we wish to increase the value of a character by artificial selection, we can use any of
a variety of selection regimes. One simple form is truncation selection: the selector
picks out all individuals whose value of the character under selection is greater than a
threshold value, and uses them to breed the next generation (Figure 9.6). What will be
the value of the character in the offspring generation? First, we can define S as the mean
deviation of the selected parents from the mean for the parental population; S is also
called the selection differential. The response to selection (R) is the difference between
the offspring population mean and the parental population mean. In this case, calculat-
ing the response to selection is found by regressing the character value in the offspring
on that in the parents, where the parents are the individuals that were selected to breed:
we plot the offspring’s against the parental deviation from the population average to
produce a graph like Figure 9.1. The slope of the graph for parents and offspring is
symbolized by b, and we saw in the previous section that for any character b, = h%
the parent—offspring regressional slope equals the heritability. Therefore:

R=bg,,S or
R=Hh?S

This is an important result. The response to selection is equal to the amount by which
the parents of the offspring generation deviate from the mean for their population
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Sustained directional selection
reduces heritability

Figure 9.7

Response of corn (Zea mays)
artificially selected for high or
low oil content. The experiment
began in 1896 when, from a
population of 163 corn ears, the
high line was formed from the
24 ears highest in oil content
and the low line from the 12
ears with lowest oil content.
The low line was discontinued
after generation 87. Modified,
by permission of the publisher,
from Dudley & Lambert (1992).
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multiplied by the character’s heritability. (The response to selection or the parent—
offspring regression can be used to estimate the heritability of a character; for a selected
population, they are two ways of looking at the same set of measurements.)

A real example of directional selection may not have the form of truncation selec-
tion. In truncation selection, all individuals above a certain value for the character
breed and all individuals below do not breed. All the selected individuals contribute
equally to the next generation. It could be instead that there is no sharp cut off, but that
individuals with higher values of the character contribute increasing numbers of off-
spring to the next generation. However, the same formula for evolutionary response
works for all forms of directional selection. The difference between the mean character
value in the whole population and in those individuals that actually contribute to the
next generation (if necessary, weighted by the number of offspring they contribute) is
the “selection differential” and can be plugged into the formula to find the expected
value of the character in the next generation.

A population can only respond to artificial selection for as long as the genetic varia-
tion lasts. Consider, for example, the longest running controlled artificial selection
experiment. Since 1896, corn has been selected, at the State Agricultural Laboratory in
Illinois, for (among other things) either high or low oil content. As Figure 9.7 shows,
even after 90 generations the response to selection for high oil content has not been
exhausted. However, the oil content finally became negligibly low in the line selected
for low oil content. The seeds had become difficult to maintain and the “low oil” experi-
ment was discontinued after 87 generation.

The “high oil” experiment continues, but it too will eventually come to a stop. As the
corn is selected for increased oil content, the genotypes encoding for high oil content
will increase in frequency and be substituted for genotypes for lower oil content. This
process can only proceed so far. Eventually all the individuals in the population will
come to have the same genotype for oil content. At the loci controlling oil content, no
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New variation can be introduced by
recombination or mutation

Figure 9.8

Artificial selection for increased
numbers of scutellar chaetae in
Drosophila melanogaster. The
response took place in two
rapid steps that coincided with
observable changes in the form
of chromosomes 2, and 2 and 3,
respectively; the changes are
thought to have been
recombinational events.
Redrawn, by permission of the
publisher, from Mather (1943).
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additive genetic variance will then be left; heritability will have been reduced to zero
and the response to artificial selection will come to a stop. In the Illinois corn experi-
ment, the process has not yet run its full course. The heritability of oil content in both
the high and low selected lines decreased early in the experiment (Table 9.2), but since
then it has been constant at about 10—15% for about 65 generations. The population
continues to respond to selection because heritability continues to be above zero.

In other artificial selection experiments, the full process has been recorded. Figure 9.8
shows the response of a population of fruitflies to consistent directional selection for
increased numbers of scutellar chaetae (i.e., bristles on a dorsal region of the thorax).
Initially the population responded; then, as the additive genetic variation was used up
(or, as its heritability declined), the rate of change slowed down to a stop in generations
4-14. It also appeared that, if selection was still continued after the response stopped,
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The quantitative genetic model has
broad application

9.8

the population suddenly started to respond again after an interval (in generations
14-17). The renewed bout of change is attributed to a rare recombinant or mutation
that reinjected new genetic variation into the population.

The relation between response to selection (R), heritability, and selection differential
(S) enables us to calculate any one of the three variables if the other two have been mea-
sured. For example, we saw in Chapter 4 that fishing has selected for small size in
salmon, because larger fish are selectively taken in the nets. The selection differential S
can be estimated from three measurements: the average size of salmon caught in the
nets, the average size of salmon in the population at the mouth of the river (before they
are fished), and the proportion of the population that is taken by fishing. All three have
been measured and lead to the estimates that the salmon who survive to spawn are
about 0.4 1b (0.18 kg) smaller than the population average. Figure 4.3 shows that
response (R) — the average size of the salmon — decreased by about 0.1 Ib between each
2-year generation. We can therefore estimate the heritability, #>=0.1/0.4 =0.25.

Strength of selection has been estimated in many
studies of natural populations

The strength of selection has been
measured in Darwin's finches . . .

A character such as beak size may be experiencing directional selection in a bird popu-
lation. We can estimate the response to selection (R) by measuring the average size over
a number of years. Standard quantitative genetic techniques can be used to estimate
heritability. We can then use the two numbers to estimate the selection differential.
The selection differential expresses how strongly selection is acting (in the case of dir-
ectional selection, but not stabilizing selection). If the successful individuals are very
different from the average individuals in the population, selection is strong, and the
selection differential (S) will be large. If selection is weak, the successful individuals will
be more like a random sample from the population as a whole and S will be small.

In Darwin’s finches, Gibbs & Grant (1987) measured the response to selection (R),
and heritability, for several characters related to body size, and used these to estimate
selection differentials. We saw that in Geospiza fortis heritability of beak size is about
809%; and after the bout of selection for large size in 197677, the finches were about 4%
larger. We can estimate the selection differential as S = 0.04/0.8 = +5%. The results for
several characters in three periods is shown in Figure 9.9. As the direction of selection
reversed from favoring larger beaks between 1976 and 1978 and smaller beaks between
1983 and 1985, the selection differentials reversed from positive values in 1976—77 to
negative values in 1984—85. The next El Nifio event came along after Gibbs and Grant’s
paper. This time the changed weather had little effect on the seed size distribution, and
the selection differential was round about zero (Grant & Grant 1995).

In Darwin’s finches the measured relations between the selection differential,
heritability, and response to selection all fit with the predictions of quantitative genetic
theory. Any two of the three can be measured, and the third accurately predicted
(Grant & Grant 1995). However, Section 9.12 below will look at some more puzzling
cases — in which a character is subject to directional selection (the value of S is non-
zero), and has been shown to be genetically heritable, but shows no evolutionary
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Figure 9.9
| (a) In the drought of 197677, Geospiza fortis individuals with

Weight

larger beaks survived better and the average size of the finch

Wing length population increased. (b) In the normal years of 1981-82 there
Tarsus size was a slight advantage to having a larger beak, but this was much
(b) 1981-1982 Beak length smaller than during the drought. (c) After the 1983 El Nifio, in
Beak depth 1984-85, finches with smaller beaks survived better and the
Ll :3eal|< W'?th e average size of the finch population decreased. The x-axis
Weight expresses the selection differential (S) in standardized form:
Wing length the mean for the survivors after selection minus the population
(0 1984-1985 Tarsus size mean before selection all divided by the standard deviation of
Beak length the character. (The standard deviation is the square root of the
Beak depth variance; see Box 9.1 for the meaning of variance.) A value of S
L Bela k V‘,"dﬂ; L of about 5% for beak depth in the text corresponds here to a
-0.5 0 0.5 standardized S of about 0.6. Redrawn, by permission, from Gibbs
Selection differential & Grant (1987). © 1987 Macmillan Magazines Ltd.

... and in other studies

Figure 9.10

Frequency distribution

of selection differentials (S)
found in 63 studies of
directional selection in 62
species. Drawn from the
database of Kingsolver et al.
(2001).

response. When we come to those more puzzling results, it is worth keeping in mind
the “successful” results for Darwin’s finches.

Kingsolver et al. (2001) compiled the results of 63 studies of directional selection, on
62 species, performed by many different biologists and published between 1984 and
1997. Figure 9.10 shows the distribution of selection differentials found in the studies.
For a survey of many characters, the selection differentials need to be “standardized.”
The selection differentials we have looked at so far have been “non-standardized.” They
were absolute measurements (0.4 Ib or 0.18 kg) in salmon and percentages (5%) in
the finches. The equation R = hS works in any one study with absolute numbers or
percentages. A standardized selection differential expresses the deviation from the
mean of the successful individuals as a fraction of the phenotypic standard deviation in
the population. (Box 9.1 formally explains standard deviation, but intuitively it is a
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measure of the amount of variation that is independent of the units used to do the
measuring. The equation R = h2S works with standardized selection differentials too,
and gives the response as a fraction of the standard deviation of the population.)

Figure 9.10 shows that standardized selection differentials are mainly in the range
—0.25 to +0.25. Kingsolver et al. (2001) and Hoekstra et al. (2001) use the results of
their survey to make some tentative further deductions, but for our purposes their
survey shows that we have a large amount of evidence, in which quantitative genetic
techniques have been used to study directional selection in nature. It also shows the
general range of results of those studies.

Relations between genotype and phenotype may
be non-linear, producing remarkable responses
to selection

Look at the bimodal response in the
figure opposite!

Relations between genotype and
phenotype can be linear or non-
linear

Figure 9.11 illustrates a remarkable artificial selection experiment. Scharloo selected
a population of fruitflies for increased relative length of the fourth wing vein
(Figure 9.11a). The figure shows the frequency distribution of vein lengths in the popu-
lation for 10 generations. A length of 60—80 has been reached by about generation 5.
At this stage the frequency distribution (amid the scatter that is often seen in real
experiments) starts to show a consistent bimodality: it is clearest in generations 5-7,
with only the high peak being maintained in generations 8-10. The experiment
suggests that more complicated things can occur in artificial selection experiments
than we have seen so far. What is going on?

The key to understanding the shape of the response is the relation between genotype
and phenotype. A simple response, such as that for oil content in Figure 9.7 or bristle
number in Figure 9.8, results when there is an approximately linear relation between
genotype and phenotype (Figure 9.12a). Genotype here is expressed as a metrical vari-
able. The easiest way to think of this is to imagine that the character is controlled by
many loci; at each, some alleles (+) cause the phenotypic character to increase, and
others (—) to decrease. The more positive genes an individual has, the higher its geno-
typic value (Figure 9.12a). Then when we select for an increase in the character, we pick
the individuals with more positive genes, and the value of the character will increase
smoothly between generations in the manner of the Illinois corn oil experiment.

The approximately linear form of Figure 9.12a is not the only possible relation
between genotype and phenotype (cf. Figure 9.12b and c). The bimodal response in
Figure 9.11 is thought to result from a threshold relation between genotype and pheno-
type (Figures 9.12c and 9.13). In Figure 9.13, the graph has been rotated through 180°
relative to the form in Figure 9.12; the x-axis (genotype) is drawn down the page on the
left. The genotype is thought to control the amount of some vein-inducing substance.
Vein length is shown across the top of the graph. The relation between sub